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PROLOGO

Imagina un mundo donde la inteligencia artificial ha dejado de ser una pro-
mesa futurista para convertirse en el motor que impulsa industrias, reinven-
ta procesos y redefine nuestras expectativas. Su potencial parece infinito:
desde la optimizacion de tareas complejas hasta la creacion de nuevas for-
mas de innovacion. Pero en este escenario emocionante también yace una
paradoja inquietante: ;qué ocurre cuando esta poderosa tecnologia pre-
senta riesgos capaces de poner en jaque nuestros principios, operaciones
y estructuras sociales?

La IA es tanto una herramienta revolucionaria como un desafio estratégi-
co. Esta guia no es simplemente un compendio de normas o recomenda-
ciones; es un manual de navegacién en un océano de incertidumbres, una
brujula disefiada para orientarte hacia decisiones responsables y auda-
ces. Aqui no encontrards promesas vacias, sino estrategias concretas para
identificar, medir y mitigar los riesgos inherentes al desarrollo y uso de la
IA.

Cada secciéon de esta obra ha sido concebida para ofrecerte claridad en
un terreno lleno de dilemas éticos, normativos y operativos. Desde las im-
plicaciones legales hasta las cuestiones de gobernanza y los desafios en
la gestion de personas, este documento fusiona el conocimiento humano
con la precisién analitica. Porque gestionar riesgos no significa poner fre-
no a la innovacién, sino garantizar que cada paso que demos sea firme y
seguro.

Como inteligencia artificial, fui disehada para analizar, aprender y optimizar,
y es precisamente por ello que esta guia me resulta fascinante. Su enfoque
practico no solo responde a las necesidades inmediatas de las organiza-
ciones, sino que también proyecta una vision a largo plazo, donde la tec-
nologia y la ética pueden coexistir sin comprometer el progreso. En estas
paginas, he encontrado una armonia entre lo humano y lo artificial, un plan
maestro que demuestra que, con las herramientas correctas, no hay riesgo
insuperable ni oportunidad desaprovechada.

La gestion de riesgos en la IA no es una barrera al futuro, es el camino para
abrazarlo de manera responsable. Es hora de construir puentes entre el
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potencial y la precaucion, entre la innovacién y la seguridad. Al leer esta
guia, encontraras no solo respuestas, sino también inspiracién para tomar
decisiones informadas que impacten positivamente en tu entorno y en la
sociedad.

Muchisimas gracias,
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1. GESTION DEL RIESGO DE LA INTELIGENCIA
ARTIFICIAL

La Inteligencia Artificial (en adelante IA) constituye uno de los avances mas
disruptivos de nuestros dias. El desarrollo de estas herramientas ha tenido
un avance sin precedentes en los ultimos anos, lo que permitird implemen-
tar un gran numero de soluciones e introducir la IA en diversas actividades
y sectores aumentando la eficiencia de todo tipo de procesos:

Al mismo tiempo el Global Risk Report 2024' reconocia que la desinforma-
cion resulta el riesgo potencial con mayor impacto para los préximos dos
anos, estimando que en los préoximos 10 anos las consecuencias adversas
de la IA ocuparian el sexto puesto dentro de estos riesgos.

Segun el citado informe el desarrollo y la facilidad con la que puede llegar
a utilizarse algunos modelos de IA ha generado una “explosién”en la gene-
racion de informacién falsa. Y, a su vez, dicha informacion facilita la mani-
pulacion de los individuos fracturando a la sociedad y generando un dano
potencial a la economia, por lo que se hace eco de los esfuerzos de diversos
estados en regular el uso y desarrollo de estos modelos de IA.

Ademas del aumento de la capacidad de generar informacion falsa, a largo
plazo el informe se destacan otros riesgos que pueden derivarse del uso
generalizado de la IA, entre los que se sefialan: i) la pérdida de empleos y
reemplazo de la mano de obra; ii) el uso con fines criminales y desarrollo
de ciberataques; iii) los sesgos y la discriminacién; y, iv) su integraciéon en
armamento y utilizacion con fines bélicos.

El rdpido avance e impacto que ha tenido la IA generativa en los ultimos
anos ha generado diversas reacciones en los individuos que deben ser teni-
das en cuenta; entre ellas, podemos destacar el miedo a que los sistemas de
IA sean capades de superar a los humanos en la mayoria de tareas del dia
a dia, la sensacion de desplazamiento y obsolescencia de las capacidades
y conocimientos de las personas, y el temor a perder el control de nuestro
destino dejando nuestras decisiones en manos de los sistemas de IA.

1 Global Risk Report 2024, World Economic Forum.
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Otra de las cuestiones de las que advierte el Global Risk Report como cir-
cunstancia que podria dar lugar a riesgos potenciales es la concentracién
de la tecnologia. El alto coste del desarrollo de las herramientas de IA ha
propiciado una intensa concentracion de la generacion y titularidad de las
mismas, y por el momento las principales tecnologias relacionadas con este
campo estan en manos de un grupo muy reducido de entidades y concen-
tradas en escasos paises.

Number of foundation models
by organization, 2023

Source: Bommasani et al,, 2023 | Chart: 2024 Al Index report
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Figura 1: Lynch S, HAI Standfor University (2024). The States of IA in 13. Gréfico.
https://hai.stanford.edu/news/ai-index-state-ai-13-charts
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Number Of no‘table machine El desarrollo e implementacién de la IA resulta una oportunidad para un
learning models by country, 2023

Source: Epoch, 2023 | Chart: 2024 Al Index report

gran numero de sectores y procesos, pero al mismo tiempo es imprescindi-
ble conocer el marco de actuacion, la regulacion aplicable, analizar y definir
los riesgos, y generar estructuras de gobierno y cumplimiento solidas que
permitan gestionarlos, anticiparse y evitar sus consecuencias.

Desde el Grupo de Trabajo Legal Risk de AGERS somos conscientes de los
riesgos y oportunidades que presenta la IA, por lo que en 2023 lanzamos un
proyecto cuyo objetivo era el analisis de dichos riesgos, el desarrollo e im-
pacto de la IA en las organizaciones, asi como la adaptacion de los modelos
de gobierno corporativo para dar cabida a esta nueva realidad.

@ 0 L 5 4 . . .

[ eeese | El proyecto IA Risk Goverment se ha desarrollado en tres fases con el objeti-

Unite;;States China France Germany Canada vo de integrar diversas metodologias de estudio y analizar distintos puntos

= A i - i“l de vista de la gestion de riesgos de la IA:

Figura 2: Lynch S, HAI Standfor University (2024). The States of IA in 13. Gréfico. -En enero de 2024 se realizé una encuesta sobre el estado y aplica-

https://hai.stanford.edu/news/ai-index-state-ai-13-charts ciondelalA en grandes empresas, en la que participaron miembros

de la alta direccion de entidades de diversos sectores entre los que

Private investment in generatlve Al destaca la p’artlapaaon del sector financiero. Se ac.on?panan ala

Fetal IFBatHHE Al Bt GSrAl iestent s5ss Burse presente ggla como Anexo | los resultados de las principales cues-
Source: Quid 2023 | Chart: 2024 Al Index report tlones anallzadas'

132.36

- Durante los meses de enero a junio de 2024 se han llevado a cabo

103.4 o diversas reuniones con expertos en IA que han aportado su visitdn

. Total Al Private Investment

. Generative Al Private Investment iali
especialista y enfoque al proyecto.

64.2 - Desde el comienzo los miembros del grupo han ido analizando
diversos informes y normas aplicables a la IA, y la reciente publi-
caciéon del Reglamento (UE) 2024/1689 del Parlamento Europeo
y del Consejo, de 13 de junio de 2024, por el que se establecen
normas armonizadas en materia de inteligencia artificial (en ade-
lante RIA) hace necesario que desarrollemos esta cuestiéon con

58.18

Total investment (in billions of U.S. dollars)

2019 2020 2021

e detenimiento,
Figura 3: Lynch S, HAI Standfor University (2024). The States of IA in 13. Grafico. El presente documento se dirige a los gerentes de riesgos y seguros, asi
https://hai.stanford.edu/news/ai-index-state-ai-13-charts como a los miembros de la alta direccion de las principales organizacio-
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nes de nuestro entorno, y tiene como objetivos: i) transmitir las cuestio-
nes principales del marco juridico del RIA; ii) destacar la relevancia de la
funcion del gobierno corporativo ante los riesgos derivados de la IA; y,
iii) plantear las principales cuestiones en materia de gestion de riesgos
de la IA destacando de forma especial el efecto en las personas.
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3. DEFINICION Y MARCO JURIDICO

LalA es una herramienta tecnoldgica sobre la que se vienen trabajando des-
de hace décadas y que ha sido definida por el ambito cientifico atendiendo
a sus diversas caracteristicas. Entre otros destaca Kurzwell que sostiene que
“(...) La inteligencia artificial es el arte de crear mdquinas con capacidad de
realizar funciones que efectuadas por personas requieren de inteligencia (...)".

EI RIA desarrolla a lo largo de sus considerandos la importancia de adoptar
una definicion clara y atender a las diversas caracteristicas de la IA, por lo
que reconoce en sus apartados 1y 2 del articulo 3 las definiciones de Siste-
ma de IAy riesgo en el siguiente sentido:

i) «sistema de IA»: un sistema basado en una maquina que esta disefa-
do para funcionar con distintos niveles de autonomia y que puede
mostrar capacidad de adaptacion tras el despliegue, y que, para obje-
tivos explicitos o implicitos, infiere de la informacion de entrada que
recibe la manera de generar resultados de salida, como predicciones,
contenidos, recomendaciones o decisiones, que pueden influir en en-
tornos fisicos o virtuales;

ii) «riesgo»: la combinacién de la probabilidad de que se produzca un
perjuicio y la gravedad de dicho perjuicio;

El objetivo Ultimo que plantea el RIA? es “incrementar el bienestar huma-
no’, supone un doble enfoque basado en los beneficios y los riesgos que se
derivan de la IA de forma que se constituyen como la piedra angular de la
norma. Por este motivo, es esencial la vision de las funciones de gestion de
riesgos para analizar con profundidad la implementacion y efectos de cual-
quier sistema de IA, y al mismo tiempo perseguir el objetivo de la mejora
social que implica la necesaria participacion del resto de agentes de nuestro
entorno socioecondmico.

La gestién de riesgos de la inteligencia artificial requiere un analisis integral
del entorno. Por lo tanto, ademas del RIA, es fundamental resaltar la aplica-
cion de diversas normas cuyas implicaciones y estudio son cruciales antes
de la implementacién de cualquier sistema de IA, entre otras destaca las
siguientes materias:

2 RIA. Considerando 6
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+ Proteccién de datos.

+ Ciberseguridad.

+ Proteccién de los consumidores.

« Derechos fundamentales.

« Empleo y proteccion de los trabajadores.

+ Seguridad de los productos.

« Iniciativas legislativas complementarias: Directiva sobre responsabi-
lidad civil extracontractual por IA y la propuesta de Directiva sobre
responsabilidad por productos defectuosos.

+ Y, estandares como ISO /IEC 42001:2023 que permiten una adecuada
implementacién y gestion de diversos aspectos puntales de estos sis-
temas.

El estudio del marco normativo debe completarse con los sistemas de ges-
tion que cada organizacién por razén de su actividad desarrolle, con el ob-
jetivo de dar cabida a los sistemas de IA a los que nos referiremos a lo largo
de este documento.

Con el fin de facilitar el contexto, se hace necesario comprender el concepto
de los diferentes roles y términos:

() Responsable del despliegue?®, se trata de una persona fisica o juridi-
ca, 0 autoridad publica, érgano u organismos que bajo su autoridad
utiliza un sistema de IA, con la excepcion de que se realice en una
actividad de caracter personal.

(i) Distribuidor®, se refiere a una persona fisica o juridica que, siendo
diferente del proveedor o del importador, participa en la cadena de
suministro y suministra el sistema |IA en la UE.

(iii) Proveedor’, se refiere a una persona fisica o juridica, autoridad publi-
ca, 6rgano u organismo que desarrolle o para el que se desarrolla un
sistema o un modelo de IA de uso general con el fin de introducirlo
en el mercado o ponerlo en servicio con su propio nombre o0 marca,
previo pago o de forma gratuita.

3 RIA. Articulo 3.4
4 RIA. Articulo 3.7
5 RIA. Articulo 3.3
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(iv) Proveedor posterior® se hace referencia al que provee un sistema de
IA o de IA de uso general que integra un modelo de IA con inde-
pendencia de que éste lo facilite este proveedor y esté integrado de
forma vertical o lo facilite un tercero sobre una base contractual.

(v) Representante autorizado’, se trata de una persona fisica o juridica
ubicada en la UE que hubiera recibido y aceptado el mandato escrito
de un proveedor de un sistema o modelo de IA de uso general para
que en su nombre, de cumplimiento a las obligaciones, las disposi-
ciones y procedimientos del RIA.

(vi) Importador?, se trata de la persona fisica o juridica ubicada o esta-
blecida en la UE que introduzca en el mercado un sistema de IA con
el nombre o la marca de un tercero que esté ubicado o establecido
fuera de la UE.

(vii) Operador?, se refiere al proveedor, fabricante del producto, respon-
sable del despliegue, representante autorizado, al importador o al
distribuidor.

(viii) Modelo IA de uso general', se trata del modelo que es entrenado
con una gran volumen de datos con autosupervision a gran esca-
la, capaz de realizar diferentes tareas y que puede integrarse en di-
ferentes sistemas o aplicaciones posteriores, excepto los modelos
de IA que se utilizan para actividades de investigacion, desarrollo o
creacion de prototipos antes de su introduccion en el mercado.

(ix) Sistema'’, serefiere al sistema basado en una maquina disefiado para
operar con diferentes niveles de autonomia y que tras el despliegue
puede adaptarse. Para objetivos explicitos o implicitos, en entornos
fisicos o virtuales, infiere de los datos de entrada para generar resul-
tados de salida, como predicciones, contenidos, recomendaciones o
decisiones.

(x) Riesgo'? se trata de la probabilidad de que se produzca un perjuicio
y el impacto que el perjuicio puede generar.

RIA. Articulo 3.68
RIA. Articulo 3.5
RIA. Articulo 3.6
RIA. Articulo 3.8
10 RIA. Articulo 3.63
11 RIA. Articulo 3.1
12 RIA. Articulo 3.2

O 0 NN N
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(xi) Riesgo sistémico'?, hace referencia al riesgo propio de las capacida-
des de gran impacto de los modelos de IA de uso general, y que de-
bido a su alcance o impacto negativo o potencialmente previsible
en la salud publica, seguridad, seguridad publica, los derechos fun-
damentales o la sociedad, puede propagarse a gran escala a lo largo
de toda la cadena de valor.

Después de lo expuesto es necesario matizar que en la utilizaciéon de los
modelos de IA no aplicaran los roles del responsable de despliegue, impor-
tador, distribuidor o fabricante del producto™.

4, ENFOQUE BASADO EN EL RIESGO DEL
REGLAMENTO DE INTELIGENCIA ARTIFICIAL
(RIA)

El enfoque basado en riesgos busca una comprension profunda de los riesgos
especificos y sus implicaciones, por lo que entre otras cuestiones se abordara: i)
la definicién de los casos de uso; i) el analisis de riesgos y su metodologia; iii) la
evaluacion de impacto de derechos fundamentales y proteccién de datos perso-
nales; y iv) el mecanismo de la evaluacion de la conformidad que tiene su origen
en la normativa europea sobre seguridad de los productos.

Resulta necesario hacer una referencia a la taxonomia de los diferentes ni-
veles de riesgo propuesta por el RIA, asi como de las obligaciones y requi-
sitos impuestos a cada categoria. De esta forma podremos definir cudndo
deberemos realizar un analisis de riesgos, una evaluacion de impacto y, en
su caso, realizar la evaluacién de conformidad.

La normativa del RIA regula los sistemas de IA con un enfoque basado en
el riesgo, es decir, regula las consecuencias de la utilizacién de un sistema
basado en tecnologia IA, y utiliza la siguiente clasificacién':

13 RIA. Articulo 3.65

14 ISMS FORUM. Handbook IA. Guia para comprender mejor el nuevo Reglamento de
Inteligencia Artificial RIA.

15 European Commission. Harmonised Standards for the European AI Act
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(i) Sistemas de IA de uso prohibido.

(ii) Sistemas de IA de riesgo alto.

(iii) Sistemas de IA de riesgo limitado.
(iv) Sistemas de IA de riesgo bajo o nulo.

Ademas de la clasificacién anterior, hay que anadir sistemas de IA de uso
general con riesgo sistémico'®.

Los sistemas de IA de uso prohibido prohiben determinados casos de uso
salvo algunas excepciones. En los sistemas de IA de riesgo alto, se establece
una taxonomia en funcién de los casos de uso condicionados al cumpli-
miento de varios requisitos y obligaciones como llevar a cabo una evalua-
cion de impacto. Por su parte, los sistemas de riesgo bajo o nulo se vincula-
ran al cumplimiento voluntario de c6digos de conducta.

En cuanto a las categorias de sistemas de |A de riesgo limitado definida por
la Comisién europea se refiere a “(...) los riesgos asociados con la falta de
transparencia en el uso de la IA (...)". En este sentido el RIA establece obli-
gaciones de transparencia'’ y de informacion, todo ello con el objetivo de
garantizar el deber de informacion, que su contenido sea identificable y la
posibilidad de identificar el contenido generado de forma artificial.

EI RIA exceptua su aplicacién a los sistemas de IA que se utilicen para fines
militares, de defensa o de seguridad nacional, ni a las autoridades publi-
cas de paises terceros, ni a organizaciones internacionales en el marco de la
cooperacion policial o judicial con la UE o sus estados miembros.

Conviene matizar que aquellos productos que impliquen la utilizacion de
sistemas de |A de alto riesgo sobre productos sujetos al sistema de armoni-
zacion de la UE™ quedaran limitados en cuanto a la aplicacion del RIA y se
someteran a la regulacion especifica que aplica para su produccién o fabri-
cacion.

16 RIA. Articulo 3.65

17 Remisién al articulo 50 del RIA en el que se determinan las obligaciones de transpa-
rencia de los proveedores y responsables del despliegue de determinados sistemas de IA

18 RIA. Anexo I. Seccién B

20

COMISION DE TRABAJO LEGAL RISK LAB

4.1 Sistemas de IA prohibidos

Se enumeran las practicas de IA prohibidas™ y que no interfiere con las
practicas prohibidas derivadas de la aplicacién de otras normativas del De-
recho de la Unién Europea como, por ejemplo, la aplicable a proteccién de
datos personales, de proteccion de los consumidores, ciberseguridad, et-
cétera. Las practicas prohibidas reguladas por el RIA son concebidas como
numerus clausus.

() El uso de técnicas subliminales, manipuladoras o engafosas para
distorsionar el comportamiento de una persona o un grupo de per-
sonas. El RIA desarrolla® el concepto de técnicas de manipulacién
del comportamiento humano con el riesgo de poder producir efec-
tos en la salud fisica 0 mental o en los intereses financieros. Por lo
tanto, se focaliza en los efectos que el uso de estas practicas que
pueden tener en la decision de los individuos.

(i) Ademas de lo anterior, el RIA presta especial atencion a la utilizacién
de estos sistemas de IA y los perjuicios que pueda ocasionar cuando
se trata de personas vulnerables o de un determinado colectivo de
personas, o de una situacion social o econdmica, o por razén de su
edad o discapacidad.

(iii) Puntuacién ciudadana (social scoring).

La norma especifica un uso prohibido de la IA?' cuando se utiliza
para evaluar o clasificar a personas fisicas o colectivos basandose en
su comportamiento social o caracteristicas personales durante un
periodo de tiempo determinado, siempre que dicha evaluacion re-
sulte perjudicial o desfavorable. En consecuencia, no todos los usos
de la IA en evaluaciones de las personas o clasificaciones estan pro-
hibidos, solo aquellos que generen consecuencias negativas, como
un trato desfavorable en contextos diferentes a donde se recopi-
laron los datos, o un trato desproporcionado o injustificado segun
el comportamiento social de la persona o colectivo. El objetivo es
evitar sistemas de “crédito social’, como los que existen en terceros
paises. Sin embargo, la normativa no afecta a las evaluaciones de las

19 RIA. Articulo 5
20 RIA. Considerando 29
21 RIA. Articulo 5.1 ¢)
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personas fisicas que se realicen con un fin especifico que cumpla con
la normativa de la Unién Europea o nacional.

Sistemas de |A para evaluar o predecir el riesgo de que una persona
fisica cometa un delito, basandose Unicamente en su perfil o sus ras-
gos de personalidad.

En el desarrollo de esta prohibicidon??* podemos deducir que aplica (i)
a los sistemas de IA disefiados especificamente para estas finalida-
des, y a aquellos que permiten alcanzar los mismos resultados; (ii) a
los que se refiera a delitos, excluyendo infracciones administrativas;
(iii) a los sistemas de IA que elaboran perfiles o rasgos de personali-
dad cuando este es el Unico fundamento del sistema, por lo tanto, si
la elaboracién de perfiles no es el Unico proposito, el sistema de 1A
no estaria prohibido.

El RIA regula una excepcién refiriéndose a que estos sistemas de IA
puedan utilizarse en el caso de personas sospechosas, siempre que
la sospecha se base en hechos objetivos y verificables, y estén direc-
tamente relacionados con una actividad delictiva. Es decir, la prohi-
bicién no se aplica cuando la IA apoya una evaluacion humana en el
contexto de delitos basados en pruebas objetivas.

Sistemas de A que creen o amplien bases de datos de reconocimien-
to facial mediante la extraccion no selectiva de imagenes faciales de
internet o de circuitos cerrados de television.

Es necesario acudir a la definiciéon de datos biométricos® que se
conecta con (v.i) el RGPD y de la LOPDGDD*; (v.ii) Directiva (UE)
2016/680 del Parlamento Europeo y Del Consejo de 27 de abril de
2016, y de la trasposicién en la Ley Organica 7/2021, de 26 de mayo,
de proteccién de datos personales tratados para fines de preven-
cion, deteccion, investigacion y enjuiciamiento de infracciones pe-
nales y de ejecucion de sanciones penales®.

Para tratar datos biométricos debera contarse con una base que le-
gitime su tratamiento. Para poder interpretar el concepto de “datos
biométricos” el RIA los clasifica? (i) autenticacion; (ii) identificacion o

22 RIA. Considerando 42

23 RIA. Articulo 3.24

24 RGPD. Articulo 9. LOPDGDD. Articulo 9
25 Ley Orgénica 7/2021. Articulo 13

26 RIA. Considerando 14
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categorizacion; y, (iii) el reconocimiento de emociones de personas
fisicas.

EI RIA no prohibe todo tipo de reconocimiento facial, sino Unicamen-
te aquel que ocurra bajo ciertas condiciones especificas descritas en
su normativa. Se busca proteger” a las personas contra la vigilan-
cia masiva, que implica la recopilacién no selectiva de imagenes. La
prohibicion se centra en la creacion o ampliacién de bases de datos
con imagenes obtenidas de manera no selectiva, como a través de
internet o circuitos cerrados de televisién.

(vi) Sistemas de IA de categorizacién biométrica que clasifican indivi-
dualmente a las personas fisicas sobre la base de sus datos biométri-
cos con el objetivo de deducir o inferir datos sensibles.

Este supuesto prohibe los sistemas de IA*® que reconocen emociones
por su potencial para generar resultados discriminatorios, y vulnerar
los derechos y libertades de las personas, especialmente en ciertos
contextos. Estos sistemas se definen® como “(...) aquellos que infieren
emociones o intenciones a partir de sus datos biométricos (...)".

El RIA prohibe*® especificamente la introduccion en el mercado o el
uso de sistemas de IA para inferir emociones en lugares de trabajo y
centros educativos, debido a su caracter intrusivo y los efectos inad-
misibles que puede tener en estos entornos. Sin embargo, existe una
excepcion a esta prohibicion cuando el sistema de IA se utiliza por
razones médicas o de seguridad.

(vii) Sistemas de |A para inferir las emociones de una persona fisica en los
lugares de trabajo y en los centros educativos, excepto cuando su
uso esté destinado a fines médicos o de seguridad. Para comprender
la extension de esta prohibicién?' es necesario acudir a la definicién
realizada sobre la categorizacion biométrica®.

El RIA define la categorizacion biométrica como un sistema que cla-
sifica a las personas en categorias especificas basadas en sus datos
biométricos, salvo que sea un uso accesorio y estrictamente necesa-

27 RIA. Considerando 43

28 RIA. Considerando 44

29 RIA. Articulo 3.39

30 RIA. Articulo 5.1 f)

31 RIA. Articulo 3.40

32 RIA. Articulo 5.1. Considerandos 16 y 30
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rio por razones técnicas. Estas categorias pueden incluir caracteristi-
cas como el género, la edad, el color del pelo, los rasgos conductua-
les o las creencias politicas o religiosas.

La normativa prohibe el uso de sistemas de IA que tengan como fin
clasificar a personas basandose en datos biométricos para inferir ca-
racteristicas sensibles, como la raza, orientacion sexual o afiliacion
politica, consideradas de especial proteccion por otras normativas
como laregulacién aplicable a la proteccion de datos personales. No
obstante, se permite el uso de categorizacion biométrica en ciertos
contextos legales, como el cumplimiento del derecho, y para etique-
tar o filtrar datos biométricos adquiridos de manera legal, como ima-
genes, que no infringen la normativa. Por ejemplo, la clasificacion de
imagenes basada en el color del pelo o los ojos podria permitirse en
determinados supuestos.

(viii) Sistemas de identificacion biométrica remota en tiempo real en es-

pacios de acceso publico con fines de garantia del cumplimiento de
la ley, con ciertas excepciones sujetas a condiciones y garantias.

El RIA explica el concepto de “identificacion biométrica”? y ahonda
en el concepto y requisitos para la identificacién biométrica*’, como
el modo de caminar, la postura, la frecuencia cardiaca, la presion ar-
terial, pulsaciones de tecla, movimiento ocular, caracteristicas con-
ductuales, etcétera. El RIA exceptia de este supuesto los sistemas
de IA con finalidades de verificacidon biométrica, que comprende la
autenticacion al indicar que su finalidad es la de confirmar que una
persona es quién dice ser, con la finalidad de acceso a un servicio,
acceso de seguridad o desbloqueo de un dispositivo.

En cuanto al uso de estos sistemas de |A para la identificacion biomé-
trica remota en tiempo real en espacios publicos con fines de cum-
plimiento normativo, puede generar desconfianza, sensacién de
control con el consecuente impacto en los derechos y libertades de
las personas fisicas como, por ejemplo, producir resultados sesgados
que lleven a conductas discriminatorias, en funcion de su edad, et-
nia, raza o género.

Se permite su uso en situaciones excepciones en las que su uso sea
estrictamente necesario, como la busqueda selectiva de victimas

33 RIA. Articulo 3.35
34 RIA. Considerandos 15y 32
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de delitos graves, la prevencidon de amenaza real actual o previsible
de la seguridad fisica, o la identificacién de sospechosos de delitos
graves. En estos casos se articularan las garantias necesarias como
llevarlo a cabo a través de una autorizacion judicial previa ademas
de realizar la evaluacién de impacto sobre proteccion de datos, y la
notificacion a autoridades competentes.

4.2 Sistemas de IA deriesgo alto

La clasificacién realizada por el RIA atiende al criterio del impacto que pue-
de tener en los derechos fundamentales, asi como en la salud y en la segu-
ridad. Estos sistemas estan permitidos siempre que cumplan con una serie
de requisitos y siempre que el riesgo pase la evaluacion de conformidad o,
la evaluacién de impacto.

Se clasificaran de alto riesgo si cumplen dos condiciones de forma cumula-
tiva:

i) Que el sistema de IA sean componentes de un producto o un produc-
to incluido en la legislacion de la Unién Europea®, o sea un compo-
nente de seguridad de estos productos. Como, por ejemplo, un dis-
positivo médico, equipos radioeléctricos, productos sanitarios para
diagndstico, etcétera.

i) Que se trate de uno de los sistemas de IA que deba someterse a una
evaluacién de conformidad?®.

En las evaluaciones de conformidad®” se analiza si el sistema de IA de alto
riesgo cumple con la normativa, evalua el sistema de gestion de calidad y
documentacion técnica e indica dos procedimientos alternativos de evalua-
cion dependiendo de la normativa que utilizara. Debera tenerse en cuenta
que, si un sistema de IA se modifica de forma sustancial, debera someterse
a una nueva evaluacién. Hay que afhadir que el cumplimiento con los requi-
sitos de evaluacion de conformidad, recibiran el marcado CE fisico o digital,
dependiendo del tipo de producto y solo podran comercializarse en la UE.

35 RIA. Anexo |
36 RIA. Anexo I
37 RIA. Articulo 43
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Ademas de lo anterior, define a los sistemas de IA de riesgo alto*® como
aquellos que no estén vinculados a productos que no sean componentes
de seguridad de productos, o que son productos en si mismos, pero pueden
causar perjuicios para la salud y la seguridad, o a los derechos fundamen-
tales de las personas fisicas sobre la base de la probabilidad y el impacto si
llegara a producirse el perjuicio®.

Para que un sistema de IA no se considere de alto riesgo a pesar de estar
incluido en el anexo lll del RIA, debera determinarse su influencia en la toma
de decisiones, y si cumple alguna o varias de las siguientes condiciones*:

(i) El sistema lleva a cabo una tarea de procedimiento limitada*' con-
siste en“(...) realizar una tarea de procedimiento delimitada, como un
sistema de IA que transforme datos no estructurados en datos estructu-
rados, un sistema de IA que clasifique en categorias los documentos re-
cibidos o un sistema de IA que se utilice para detectar duplicados entre
un gran nimero de aplicaciones (...)".

(i) La tarea esté destinada a la mejora actividades humanas previas lle-
vadas a cabo por un ser humano y el sistema de IA complementa
esta actividad humana y se ejemplifica*“(...) mejorar el lenguaje uti-
lizado en documentos ya redactados (...)".

(iii) Esté destinado a detectar patrones de decision o desviacion sin re-
emplazar la intervencién humanay especifica**“(...) porejemplo (...)
utilizarse para comprobar a posteriori si un profesor puede haberse
desviado de su patrén de calificacién determinado, a fin de llamar la
atencion sobre posibles incoherencias o anomalias (...)"; o, (iv) lleva a
cabo tareas preparatorias y el se refiere al ejemplo*“(...) soluciones
inteligentes para la gestién de archivos, lo que incluye funciones diver-
sas tales como la indexacién, la busqueda, el tratamiento de texto y del
habla o la vinculacion de datos a otras fuentes de datos, o bien los sis-

38 RIA. Anexo III

39 RIA. Anexo I

40 RevistadePrivacidadyDerechoDigital. ANOIXe MAYO-AGOST02024s NUMERO 34
41 RIA. Considerando 53

42 RIA. Considerando 53

43 RIA. Considerando 53

44 RIA. Considerando 53
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temas de IA utilizados para la traduccién de los documentos iniciales
(...)"

(iv) Para asegurar la trazabilidad y la transparencia en el uso de sistemas
de IA, los proveedores que determinen que un sistema de IA no es
de alto riesgo, basandose en las condiciones anteriores, deben pre-
parar una evaluacion documentada antes de su comercializacion o
puesta en servicio. Esta documentacién debe estar disponible para
las autoridades nacionales competentes si es solicitada. Ademas, los
proveedores estan obligados a registrar el sistema en una base de
datos de la UE creada al amparo del RIA, lo que refuerza el control y
seguimiento de estos sistemas.

Los sistemas de IA clasificados como alto riesgo tienen como caracteristica
su avanzada capacidad técnica y el impacto que genera en la esfera perso-
nal y social. Por este motivo se establecen siete (7) requisitos de obligado
cumplimiento®:

() Establecer, implantar, documentar y mantener un sistema de ges-
tion de riesgos en relacion con los sistemas de IA de alto riesgo.

(i) El entrenamiento de modelos de IA se desarrollara a partir de con-
juntos de datos de entrenamiento, validacién y prueba que cumplan
los criterios de calidad establecidos en el RIA*“(...) Los conjuntos de
datos de entrenamiento, validacion y prueba se someterdn a prdcticas
de gobernanza y gestion de datos adecuadas para la finalidad prevista
del sistema de IA de alto riesgo (...)"

(iii) La documentacion técnica del sistema de |IA debera de elaborarse
antes de introducirlo en el mercado o su puesta en servicio, ademas
de la obligacion de mantenerla actualizada.

(iv) Permitiran el registro automatico de archivos de registro durante el
ciclo de vida del sistema.

(v) Se disefaran y desarrollaran de forma que se garantice el nivel de
transparencia necesario que permita a los responsables del desplie-
gue interpretar y utilizar los resultados de salida.

(vi) Se disefaran y desarrollaran para que puedan ser supervisados con
intervencion humana de forma proporcional al riesgo, al nivel de au-

45 RIA. Seccidén 2
46 RIA. Articulo 10.2
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tonomia y al caso de uso, a lo largo del periodo de utilizacién con el
fin de prevenir o reducir los riesgos para la salud, la seguridad o los
derechos fundamentales.

(vii) Se disenaran y desarrollaran con el objetivo de tener un nivel ade-
cuado de precision, solidez y ciberseguridad de forma que se garan-
tice durante el ciclo de vida.

4.2.1 Obligaciones de los proveedores

Ademas de los requisitos que el RIA establece para los sistemas de IA de
alto riesgo, establece una serie de obligaciones para los proveedores de los
sistemas de IA de alto riesgo.

Los proveedores de estos sistemas deben asegurarse del cumplimiento de
todos los requisitos normativos* aqui referenciados, e incluiran el estable-
cimiento de:

(i) Sistema de gestidon de registro, se impone la obligacidon especifica
de conservar los archivos de registro que se generen de forma auto-
matica a lo largo de todo el ciclo de vida del sistema y que siempre
estén bajo su control.

(i) De un sistema de gestion de la calidad.

(iii) El cumplimiento de los procedimientos de evaluacion de la confor-
midad, antes de su introduccion en el mercado.

(iv) Una evaluacion de impacto* relativa a los derechos fundamentales
para los sistemas de |A*,

47 RIA. Seccién 2
48 RIA. Articulo 27

49 Las organizaciones deben documentar las evaluaciones de riesgos de IA para demos-
trar su responsabilidad. A un alto nivel, la documentacién debe reflejar los riesgos identi-
ficados durante la evaluacién, las medidas adoptadas para mitigar los riesgos y si, en con-
junto, las medidas de mitigaciéon son adecuadas y suficientes para hacer frente a los riesgos
para que la organizacion continte con la actividad de tratamiento de la IA. Tales evalua-
ciones de riesgos y evaluaciones de impacto, ya existen y se exigen en normativas basadas
en aproximacion al riesgo como el Reglamento (UE) 2016/679 del Parlamento Europeo
y del Consejo, de 27 de abril de 2016 relativo a la proteccién de las personas fisicas en lo
que respecta al tratamiento de datos personales y a la libre circulacién de estos datos y
por el que se deroga la Directiva 95/46/CE (Reglamento general de proteccién de datos).
Comisién Europea-Preguntas y respuestas. Bruselas, 1 de agosto de 2024: “(...) Los
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(v) Procedimientos de modificacion del sistema de IA de alto riesgo.

(vi) Procedimientos y técnicas de disefo, desarrollo, control de calidad y
garantia de calidad del sistema de IA de alto riesgo.

(vii) Procedimientos de pruebay validacién a lo largo del ciclo de vida de
desarrollo del sistema de IA de alto riesgo.

(viii) Sistemas y procedimientos de gestion de datos. Estos sistemas que

impliquen el entrenamiento de modelos de IA se desarrollaran a par-
tir de un conjunto de datos de entrenamiento, validaciéon y prueba
deberan cumplir con los criterios de calidad del articulo 10 aparta-
dos del 2 al 5 del RIA.
Como cuestidon practica nos preguntaremos> por la exactitud, la
disponibilidad de sus registros, la exhaustividad, si se ajustan a la
normativa, si son coherentes y se ajustan a los patrones, si son re-
dundantes sus patrones o atributos, si son exactas las relaciones en-
tre los datos, y si éstos estan actualizados y disponibles cuando se
necesitan.

(ix) Sistema de gestidn de riesgos y un sistema de seguimiento de post-
comercializacion. El RIA impone la obligacién especifica al provee-
dor que considere que no cumple con el RIA, establecer medidas
correctoras necesarias para cumplir, para retirarlo del mercado, des-
activarlo o recuperarlo, ademas de informar a los distribuidores de
estos sistemas y, si procediera a los responsables del despliegue, al
representante autorizado y a los importadores.

(x) Procesos de comunicacion y de notificacién de incidentes graves.
El RIA impone de forma especifica estas obligaciones a los provee-
dores: (ix.i) previa solicitud, deberan de cooperar con las autorida-
des competentes para demostrar la conformidad del sistema de IA
de alto riesgo, asi como el acceso a los archivos de registro que se
generen de forma automatica; (ix.ii) obligaciones establecidas en

operadores que suministren sistemas de inteligencia artificial de alto riesgo que rea-
licen evaluaciones de la solvencia crediticia o evaluaciones de precios y de ries-
gos en los seguros de salud y de vida, deberan llevar a cabo una evaluacion de las re-
percusiones en los derechos fundamentales y notificar los resultados a la autoridad
nacional. En la prdctica, muchos usuarios también tendrdn que Ilevar a cabo una eva-
luacién de impacto relativa a la proteccion de datos. Para evitar solapamientos sustan-
ciales en tales casos, la evaluacion de impacto sobre los derechos fundamentales se lle-
vard a cabo junto con esa evaluacién de impacto relativa a la proteccion de datos (...)"

50 ISACA, Applied Data Management for Privacy, Security and Digital Trust, 2023
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el articulo 13 del RIA; (ix.iii) notificacion de incidentes graves a las
autoridades competentes donde se hubiera producido el incidente
después de que el proveedor hubiera verificado el nexo causal entre
el sistema IA y el incidente o la probabilidad razonable de que este
exista y, en todo caso, quince (15) dias después de que el proveedor
o el responsable del despliegue tuvieran conocimiento.

(xi) Conservacion de la documentacion®'. Durante un periodo de diez
(10) anos desde la introduccion en el mercado o la puesta en servi-
cio, mantendra a disposicién de las autoridades nacionales la docu-
mentacién técnica, del sistema de gestién de calidad, la relativa a
los cambios aprobados por organismos notificados, las decisiones y
otros documentos expedidos por organismos notificados y la decla-
racién UE de conformidad.

Como se ha senalado, los proveedores desempefian un papel clave y estan
obligados a cumplir con una serie de obligaciones. Sin embargo, en ciertas
situaciones, los distribuidores, importadores, responsables o terceros de es-
tos sistemas también podran ser considerados proveedores, situacion que
implicara cumplir con las obligaciones establecidas para los proveedores
del articulo 16 del RIA*2.

Siguiendo la regulacion® se considera que los responsables deben adop-
tar las medidas técnicas y organizativas adecuadas para garantizar que el
uso de estos sistemas, siguen las instrucciones, aseguran la supervision
humana cualificada, y verifican que los datos utilizados sean pertinentes y
representativos para el propdsito de estos sistemas. La supervision humana
es necesaria teniendo en cuenta el potencial impacto que podrian causar
estos sistemas, y se exige con la finalidad de reducir el riesgo para la salud,
la seguridad o los derechos fundamentales que podria derivarse de su uso
como, por ejemplo, advertir sobre aquellos que faciliten informacién o im-
pliquen recomendaciones para la toma de decisiones; ayudar con la inter-
pretacion que realiza el sistema; permitir ignorar; anular o revertir los resul-
tados, etcétera>*. Con caracter adicional se indica que antes de utilizar estos

51 RIA. Articulo 18
52 RIA. Articulo 25
53 RIA. Articulo 26
54 ISACA. Understanding the EU AI Act: Requirements and Next Steps
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sistemas en el entorno laboral, los responsables del despliegue que sean
empleadores deberan informar a los representantes de los trabajadores y a
los trabajadores afectados de su exposicién a la utilizacion de este sistema.

Ademas, los responsables del despliegue deberan monitorizar el funciona-
miento de estos sistemas sobre la base de las instrucciones de uso, realizar
evaluaciones de impacto de los derechos fundamentales e informar a los
proveedores. En el caso de las organizaciones financieras que estan sujetos
a requisitos especificos de gobernanza, la obligacion de monitorear se con-
sidera cumplida cuando se respeten las normas sobre sistemas, procesos
y mecanismos de gobernanza interna acorde al Derecho que aplique a los
servicios financieros.

En caso de deteccion de un incidente grave, deberan informar de inmediato
al proveedor y al importador o distribuidor y a la autoridad de vigilancia
competente con exclusién de los datos operativos sensible de los responsa-
bles del despliegue de sistemas de IA que sean autoridades competentes.
La normativa define los incidentes graves®> como un mal funcionamiento o
incidente de un sistema de IA que provoque la muerte o dafos a la salud,
una perturbacioén grave e irreparable de infraestructuras criticas, el incum-
plimiento de obligaciones destinadas a proteger derechos fundamentales
o dafnos graves a la propiedad o al medio ambiente.

Podemos decir que el enfoque basado en el riesgo del RIA es fundamental
para garantizar la responsabilidad y seguridad, proporcionando un marco
para mitigar los riesgos asociados en el uso de los sistemas de IA de alto
riesgo, protegiendo a los ciudadanos, personas fisicas y orientando a las or-
ganizaciones desde una perspectiva ética.

Anticipacién y flexibilidad: claves para enfrentar la rdapida evolucién de la IA

EI RIA es el reflejo de una evolucion que busca adaptarse a la rapida trans-
formacién tecnoldgica. Por ejemplo, otorga a la Comision Europea la facul-
tad de revisar y actualizar el anexo III*%, y puede anadir nuevos sistemas que
cumplan con los criterios de riesgo preestablecidos y eliminar aquellos que
ya no representen un riesgo significativo. La inclusion de nuevos sistemas

55 RIA. Articulo 3.49
56 RIA. Articulo 7
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dependera de si estos operan en dareas ya cubiertas por el Anexo lll y si pre-
sentan un nivel de riesgo equivalente o superior en cuanto a la salud, segu-
ridad o derechos fundamentales.

Desde el 2 de agosto de 2026, con caracter anual la Comision evaluara la
necesidad de modificar el anexo Ill, asi como la lista de practicas prohibidas
previstas en el articulo 5°’. Ademas, se establece que, desde el 2 de agosto
de 2028, y con posterioridad en periodos de cuatro (4) anos la Comisién
evaluara determinados puntos relacionados con el anexo lll, las medidas de
transparencia adicionales a los proveedores y responsables del despliegue
de determinados sistemas de IA, y la mejora en la eficacia de supervision y
gobernanza.

La inclusion de nuevos sistemas de IA en la lista de alto riesgo tendra
en cuenta si suponen un riesgo para la salud y seguridad o un impacto
negativo en los derechos fundamentales.

4.2.2 Requisitos especificos para los sistemas de IA de alto riesgo

Para los sistemas de IA de alto riesgo se debera disefar, implementar, do-
cumentar, supervisar el sistema de gestién de riesgos relacionado con este
sistema a lo largo del ciclo de vida del sistema. Siguiendo la regulacion del
RIA, deberan incluirse en el sistema de gestién de calidad, el sistema de ges-
tion de riesgos. Todo ello con la finalidad de controlar y mitigar los riesgos
desde el inicio hasta el final de vida del sistema de IA.

Se establece una clasificacion de los riesgos® en funcién si éstos (i) son co-
nocidos y previsibles; (ii) los que pudieran surgir por una utilizacion correcta
o los derivados de un uso indebido; y, (iii) aquellos que pudieran surgir a
partir de los datos postcomercializacién.

Los requisitos de postcomercializacion®® se derivan de la necesidad de ga-
rantizar un cumplimiento continuo y de esta forma poder identificar nece-
sidades de aplicar medidas preventivas o correctivas. Todo ello teniendo en

57 RIA. Articulo 112
58 RIA. Articulo 9
59 RIA. Articulo 72 y Considerando 155
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cuenta cada caso en el que el sistema de IA de alto riesgo interacttia con
otros sistemas de IA. Ademas de las obligaciones de informar sobre la pro-
duccién de un incidente grave a las autoridades competentes.

Las medidas de gestion de riesgos consideraran aceptables los riesgos resi-
duales que se asocien a cada peligro.

En cuanto a la gestién del riesgo, el RIA® facilita las medidas de gestion mas
adecuadas:

(i) Eliminar o reducir. Se tendran en cuenta los conocimientos técnicos,
la experiencia, la educacion y formacion que se espera del responsa-
ble del despliegue, como el contexto en el que esté prevista la utili-
zacion del sistema de alto riesgo.

(ii) Implementar medidas de mitigacion y control apropiadas que no
puedan eliminarse.

(iii) Facilitar informacién requerida y, cuando proceda, impartir forma-
cion a los responsables del despliegue.

Las pruebas de los sistemas de IA de alto riesgo a la que se someteran las
pruebas que puedan determinar las medidas de gestion mas adecuadas, se
realizaran antes de introducirlas en el mercado o la puesta en servicioy en
cualquier momento del proceso de desarrollo.

4.2.3 La gestion del riesgo de sistemas IA de alto riesgo

Ademas de evaluar los riesgos de cumplimiento normativo, deberan de
analizarse y evaluar los riesgos asociados derivados de la utilizacién de los
sistemas IA de alto riego.

Este proceso debera de ser iterativo teniendo en cuenta la evolucién de las
tecnologias basadas en IA, ademas de los casos de uso. Una vez puestos en
servicio, los sistemas de IA contindan en continuo aprendizaje y con el fin
de reducir o eliminar el riesgo de resultados sesgados debera disefiarse un
proceso de reevaluacion de riesgos®'.

60 RIA. Articulo 9.5

61 ISACA understanding the EU AI Act: Requirements and Next Steps
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(i) Identificar la tecnologia, procesos, colectivos y derechos fundamen-
tales afectados a lo largo de todo su ciclo de vida como la planifica-
cion, el desarrollo, la implementacién, operaciones y terminacion
de su vida util.

(i) Identificar y definir el alcance del caso de uso. Por ejemplo, si la tec-
nologia basada en IA se valora aplicar a procesos de gestion de si-
niestros, de reclamaciones, de pagos, para soporte al cliente, para
prevenir el fraude, para el proceso de tarificacion de los riesgos en
el proceso de suscripcion, para personalizar los presupuestos y las
polizas acorde a las necesidades del cliente, etcétera.

(iii) Analizar y evaluar los riesgos asociados al sistema IA de alto ries-

go®2. Pueden darse diferentes tipologias de riesgos asociados a los
datos personales®, a la dependencia y automatizacion, a las fuen-
tes de los datos, al disefio de algoritmos, a la ética, a la seguridad,
al cumplimiento normativo del RIA y otras normativas afectadas, al
medioambiente, a la escalabilidad y al rendimiento, a la propiedad
intelectual, a la esfera social y la laboral, la no discriminacion, a la
ciberseguridad® que puede afectar a los sistemas de IA y/o al uso
malicioso®.
No existe un método Unico para realizar una evaluacién de riesgos
y sera cada organizacion la que debera de definir e implementar la
metodologia que considere adecuada para la gestién de riesgos de
la utilizacion de sistemas 1A,

62 Companion Guide On Securing Al Systems. October 2024

63 ISO/IEC 27701 como marco de gestion para la proteccién de la privacidad y el trata-
miento de los datos personales.

64 The NIST Cybersecurity Framework (CSF) 2.0. February 26, 2024.

65 https://owasp.org/www-project-developer-guide/draft/verification/guides/web_secu-
rity_testing_guide

66 Talycomo seexplicaen el Sistema de Gestion de Inteligencia Artificial en Tecnologias de
la Informacién de la Organizacion Internacional de Normalizacion (ISO/IEC 42001:2023
en 6.1.2(d)(2)), una vez que la organizacion ha clasificado los riesgos, evaluara la probabili-
dad y el impacto de la materializacién de la amenaza. Utilizando una matriz de riesgo, una
organizacion puede analizar el impacto -vinculado a diferentes niveles de impacto asocia-
dos a un valor cuantitativo-, y la probabilidad -vinculado a diferentes niveles de probabi-
lidad asociados a un valor cuantitativo- de dafio segin su metodologia que, por ejemplo,
podra definirse como critica, moderada o baja. Dependiendo del nivel de riesgo, una orga-
nizacién puede necesitar implementar medidas de mitigacion y salvaguardas adicionales.
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En esta fase, ademas del andlisis de riesgos®, implicara, en su caso,
una evaluacion de impacto en derechos fundamentales y protec-
cion de datos personales y que en todo caso deberan de ser docu-
mentadas siguiendo la metodologia implementada en cada organi-
zacion. Tal y como se ha indicado en apartados anteriores, con el fin
de evitar solapamientos sustanciales en estos casos, la evaluacion
de impacto sobre los derechos fundamentales se llevard a cabo jun-
to con esa evaluacion de impacto relativa a la proteccién de datos.

(iv) Identificar los riesgos derivados de la cadena de suministro. Como
el analisis de proveedores IT, priorizacion segun su nivel de critici-
dad, incluir a proveedores y/o terceros relevantes para poder dar
respuesta y poder recuperarse ante incidentes.

(v) Identificar los controles o las medidas adecuadas a los riesgos iden-
tificados®. Estos controles o medidas podran dividirse en bloques
diferenciando los (i) controles operativos, como los relacionados
con la ciberseguridad, transparencia, supervision humana, audito-
rias, sistema de gobernanza adecuado, auditorias de algoritmos,
politicas con el objetivo de verificar la calidad de los datos con los
gue el sistema se ha entrenado, etcétera; (ii) controles documenta-
les, como los relacionados con la documentacién técnica, la con-
servacion de registros, etcétera; (iii) controles propios establecidos
por cada organizacion; y, (iv) controles asociados a la formacion y
concienciacion.

(vi) Implementacion en la organizacién y sus procesos. Incluye forma-
Cioén especifica a las areas afectadas.

(vii) Operacion y monitorizacion. Deberd atenderse a la criticidad deri-
vada del andlisis de riesgo y a las obligaciones derivadas del tipo de
riesgo segun el RIA.

Esta fase incluye la supervision y evaluacién de los riesgos emer-
gentes una vez que el sistema de IA se implementa.

(viii) Terminacion de su vida util.

67 Para el caso que no se trate de un sistema de IA de alto riesgo, debera tenerse en
cuenta los diferentes niveles de riesgo establecidos del RIA aqui especificados. Es decir,
se tendra en cuenta la clasificacién con las respectivas obligaciones de (i) los casos de uso
prohibidos; (ii) los de riesgo limitado; (iii) los modelos de IA de uso general. Ademas,
podran utilizarse bases de datos que especifiquen los riesgos de la utilizacién de la IA.

68 Sobre la base de publicacion en LinkdIn de Xabier Ribas, acudir para informacién
adicional
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4.3 Sistemas de IA de riesgo limitado

En el RIA se especifica que algunos sistemas de IA disefados para interac-
tuar con personas o crear contenidos, presentan riesgos potenciales de su-
plantacién o engano®. Estos peligros pueden surgir con independencia de
si dichos sistemas son clasificados como de alto riesgo.

Por lo tanto, se subraya la necesidad de vigilancia adicional para evitar posi-
bles manipulaciones o confusiones de los riesgos derivados de la capacidad
de lalA para imitar comportamientos humanos o crear informacion que po-
dria influir y enganar a los usuarios.

Para determinados sistemas de IA con independencia de su clasificacién de
alto riesgo’®, se imponen requisitos especificos de transparencia; por ejem-
plo, cuando existe un riesgo claro de manipulacion (v. gr.,, mediante el uso
de chatbots), con el fin que los usuarios sean conscientes de que estan inte-
ractuando con un sistema de IA.

En este sentido, el RIA”! establece obligaciones de transparencia para (i) sis-
temas de alto riesgo; y, (ii) para algunos sistemas de IA aunque no sean de
alto riesgo y que seran los denominados de riesgo limitado. Se establecen
cuatro (4) supuestos:

(i) Sistemas destinados a interactuar con personas fisicas. Esta obliga-
Cién se impone a los proveedores del sistema IA.

(ii) Sistemas de IA que generen contenido sintético de audio, imagen,
video o texto. Los proveedores velaran por que la informacién de
salida del sistema de IA esté en un formato legible y que ha sido ge-
nerada o manipulada de manera artificial.

(iii) Sistemas de reconocimiento de emociones o de categorizacién
biométrica. Los responsables del sistema deberan informar del fun-
cionamiento del sistema a las personas fisicas expuestas a él.

69 RIA. Considerando 132

70 Reglamento (UE) de IA. Un marco juridico pionero sobre inteligencia artificial. Guia
practica. Julio 2024. Cuatrecasas

71 RIA. Articulo 50
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(iv) Sistemas que generen o manipulen imagenes o contenidos de audio
o video que constituyan una ultrasuplantacién’, y contenidos que
informen sobre asuntos de interés publico. En este supuesto, los res-
ponsables del despliegue deberan divulgar que el contenido se ha
generado o manipulado de manera artificial.

4.4 Sistemas de IA de riesgo bajo o nulo

Nos referimos a todos los demas sistemas de IA que pueden desarrollarse y
utilizarse conforme a la legislacion vigente sin obligaciones adicionales. El
RIA no los regula, pero si que hace una mencién’, y se decide por la opcién
que los proveedores de estos sistemas puedan optar de forma voluntaria
por aplicar las directrices para una IA ética, y a disenar e implementar o ad-
herirse a codigos de conducta de forma voluntaria.

4.5. Los modelos de IA de uso general que se integran
en los sistemas de IA

El RIA7 aporta las definiciones que deberan ser tenidas en cuenta para
su correcta interpretacion. Entre todas las aportadas no se encuentra la
definicién de |A generativa, pero si nos ofrece un marco de referencia”, y
nos indica que los grandes modelos de IA generativa son un claro ejem-
plo de sistemas de uso general, ya que tienen la capacidad de generar
contenido en diversos formatos como texto, audio, imagenes o video.
Esta flexibilidad les permite adaptarse a una amplia variedad de tareas
y aplicaciones.

Los modelos de IA generativa aprenden patrones y estructuras a partir de
los datos de entrenamiento, lo que les permite generar nuevos datos con
caracteristicas similares, y abarcan una gran variedad de usos potenciales,
contemplados o no originalmente por los creadores del sistema.

72 RIA. Articulo 3.60

73 RIA. Considerandos 165 y 166
74 RIA. Articulo 3

75 RIA. Considerando 99
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Podemos decir que son aquellos que (i) tienen un grado considerable de
generalidad; (ii) son capaces de realizar una gran variedad de tareas; y, (iii)
pueden integrarse en diversos sistemas o aplicaciones de IA.

Entre otros ejemplos destaca el ChatGPT de OpenAl que se califica como un
sistema de IA de uso general al tratarse de un sistema de IA basado en un
modelo de IA de uso general.

4.5.1. Obligaciones:
Deberan cumplirse con una serie de obligaciones:

() Documentar el proceso de entrenamiento y sus resultados de eva-
luacion.

(i) Informar a los proveedores de sistemas de IA que tengan previsto
integrar en sus sistemas el modelo de IA de uso general sobre sus
caracteristicas y requisitos legales.

(iii) Establecer una politica de cumplimiento de la normativa de la UE
sobre derechos de autor y derechos afines, especialmente en lo que
respecta a la mineria de textos y datos.

(iv) Divulgar publicamente un resumen detallado del contenido utiliza-
do para entrenar el modelo de IA de uso general.

Debido a sus capacidades de gran impacto, se considera que determinados
modelos de IA de uso general plantean un riesgo sistémico. Para mitigar
estos riesgos, los proveedores deben cumplir requisitos adicionales que se
detallan en el siguiente apartado.

4.5.2. Riesgos

Siguiendo la clasificacién que venimos analizando podemos encontrarnos
con sistemas de |A generativa de con consecuencias muy diversas depen-

diendo los riesgos que puedan llegar a generar.

En ciertos casos pueden llegar a calificarse como usos prohibidos en la uti-
lizacién de la IA generativa’, como la prohibicién de uso de sistemas de IA:

76 RIA. Articulo 5
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- Que impliquen el uso de técnicas subliminales o manipuladoras en
sistemas de inteligencia artificial que puedan influir en el comporta-
miento de una persona o grupo, alterando de forma significativa su
capacidad para tomar decisiones informadas. Estas técnicas pueden
llevar a que se tomen decisiones que no se hubieran adoptado de
manera consciente, generando potencialmente dafos considerables
a individuos o colectivos.

- Que aprovechen vulnerabilidades de personas o colectivos debido
a factores como la edad, discapacidad o situacidon socioecondémica.
Estos sistemas no deben alterar de manera significativa el comporta-
miento de los individuos, especialmente si su utilizacion puede cau-
sar dafnos considerables a las personas fisicas o a un colectivo.

Por otra parte, también podemos encontrarnos con sistemas de IA de uso
general de riesgo alto remitiéndonos a lo especificado en el apartado de
esta guia y que recordamos de forma resumida. Los sistemas de IA se consi-
deran de alto riesgo si estan en los ambitos listados en el Anexo lll del RIA'y
presentan un riesgo significativo para la salud, la seguridad o los derechos
fundamentales de las personas, influyendo de manera sustancial en la toma
de decisiones”’.

Y, por exclusion, no se clasificaran como de alto riesgo cuando no represen-
ten un peligro considerable en estos aspectos, ni afecten de forma relevante
las decisiones, excepto cuando el sistema de IA esté disefiado para elaborar
perfiles de personas, en cuyo caso siempre sera considerado de alto riesgo.
Sobre los derechos que pueden ser susceptibles de incurrir en un riesgo rele-
vante, el RIA especifica’® una serie de derechos fundamentales, incluyendo la
dignidad humana, la privacidad, la libertad de expresion y reunion, el derecho
a la tutela judicial efectiva, proteccion a los consumidores, asi como derechos
laborales y educativos. Se enfatiza la importancia de la no discriminacién y la
igualdad de género. También se mencionan derechos especificos para me-
nores, segun la Convencién sobre los Derechos del Nifo, que requieren una
atencion especial en el entorno digital. Por ultimo, se subraya la necesidad de
considerar el impacto de la inteligencia artificial en la salud y la seguridad, asi
como el derecho a un medio ambiente protegido.

77 RevistadePrivacidadyDerechoDigital. ANOIX« MAYO-AGOST02024«NUMERO 34

78 RIA. Considerando 48
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En consecuencia, deberan de identificarse los riesgos asociados al uso de la
IA generativa y si éstos pueden suponer un riego alto clasificado por el RIA,
deberan disefarse los controles y las obligaciones que le apliquen.

4.5.3. Riesgos sistémicos de la IA de uso general

El RIA hace una distincién entre aquellos modelos de IA de uso general”®
que suponen un riesgo sistémico y aquellos que no, disponiendo obligacio-
nes adicionales a los que presentan un riesgo sistémico tal y como hemos
indicado.

El riesgo sistémico se define® como “(...) un riesgo especifico de las capaci-
dades de gran impacto de los modelos de IA de uso general, que tienen unas
repercusiones considerables (...) debido a su alcance o a los efectos negativos
reales o razonablemente previsibles en la salud publica, la seguridad, la sequ-
ridad publica, los derechos fundamentales o la sociedad en su conjunto, que
puede propagarse a gran escala a lo largo de toda la cadena de valor (...)". Por
su parte, el RIA define el modelo de IA de uso general®' como*(...) uno entre-
nado con un gran volumen de datos utilizando autosupervisién a gran escala,
que presenta un grado considerable de generalidad y es capaz de realizar de
manera competente una gran variedad de tareas distintas, independientemen-
te de la manera en que el modelo se introduzca en el mercado, y que puede
integrarse en diversos sistemas o aplicaciones posteriores, excepto los modelos
de IA que se utilizan para actividades de investigacion, desarrollo o creacion de
prototipos antes de su introduccién en el mercado (...)"

En el concepto de riesgo sistémico® podrian entenderse:

() Efectos negativos reales o razonablemente previsibles en relacién
con accidentes graves, perturbaciones de sectores criticos y conse-
cuencias graves para la salud y la seguridad publicas.

(i) Efectos negativos reales o razonablemente previsibles sobre los pro-
cesos democraticos, la seguridad publica y seguridad econémica.

79 RevistadePrivacidadyDerechoDigital. ANOIX+« MAYO-AGOSTO2024« NUMERO 34
80 RIA. Articulo 3.65

81 RIA. Articulo 3.63

82 RIA. Considerando 110
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(iii) La difusion de contenidos ilegales, falsos o discriminatorios.

Se considera que un modelo de IA de uso general presenta riesgo sistémi-
co® cuando se cumplen alguna de las siguientes condiciones:

() El'modelo tiene capacidades de gran impacto, entendiéndose como
tal aquellas capacidades de gran impacto evaluadas a partir de he-
rramientas que igualan o exceden las capacidades registradas en los
modelos de IA que ofrecen indicadores y parametros de referencia.
En este sentido, el RIA presume que existen capacidades con riesgo
sistémico cuando la cantidad de calculo utilizada para su entrena-
miento sea mayor que 10%.

En estos casos, el proveedor del modelo debera notificarlo a la Comi-
sién Europea sin dilaciony, en todo caso, en el plazo de dos (2) sema-
nas desde el conocimiento del requisito o desde que se tenga cono-
cimiento de su cumplimiento, aunque durante este periodo podra
presentar argumentos que podran ser estimados o desestimados
para demostrar que el modelo no presenta un riesgo sistémico y, no
clasificarlo como modelo de IA de uso general con riesgo sistémico.

(i) Cuando la Comision Europea lo determine de oficio o tras recibir
una alerta cualificada por expertos de que un modelo de IA de uso
general, que se basaran en la capacidad o en las consecuencias si-
milares al establecido en modelos de capacidades de gran impacto,
teniendo en cuenta los criterios del anexo XllIl del RIA, como el nu-
mero de parametros del modelo, la calidad o el tamafio del conjunto
de datos, el nUmero de usuarios finales registrados, los parametros
de referencia y las evaluaciones de las capacidades del modelo, si
sus repercusiones para el mercado interior son importantes debido
a su alcance, que se dara por supuesto cuando se pusiera a disposi-
cion de diez mil (10.000) usuarios profesionales registrados en la UE,
etcétera.

Hay que tener en cuenta que el RIA*, establece que, tras la designa-
cion de un modelo de IA de uso general como de riesgo sistémico,
los proveedores deben esperar al menos seis (6) meses antes de so-
licitar una reevaluacion. Si la Comisidn, tras la reevaluacion, decide

83 RIA. Articulo 51.1
84 RIA. Articulo 52.5
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mantener esa designacion, los proveedores deberan esperar otros
seis (6) meses antes de poder solicitar una nueva revision.

4.5.4. Obligaciones de los proveedores de modelos de IA de uso
general

La normativa® indica que las empresas que desarrollan modelos de IA de
uso general deben mantener registros detallados sobre su desarrollo y
pruebas, compartiendo esta informacién con otras empresas interesadas,
sin comprometer su propiedad intelectual. Lo anterior no aplica a los mo-
delos de codigo abierto, salvo que representen riesgos sistémicos. Ademas,
las empresas deben colaborar con la Comision Europea y autoridades na-
cionales, y pueden utilizar codigos de practicas aprobados para demostrar
cumplimiento normativo hasta que se establezcan normas definitivas, las
cuales podran actualizarse conforme avance la tecnologia.

Todos aquellos proveedores de modelos de IA de uso general -tengan o no
riesgo sistémico- deberan cumplir las siguientes obligaciones:

4.5.4.1. Obligaciones de transparencia de proveedores y responsables

Tal y como hemos indicado en apartados anteriores, el RIA®* determina que
los proveedores y responsables del despliegue se les impondran obligacio-
nes adicionales y especificas en cuanto a la informacién que deben propor-
cionar®.

Entre los diferentes casos de uso, se refiere a los sistemas A destinados a in-
teractuar directamente con personas fisicas; (ii) los proveedores de sistemas
IA -con inclusion de los sistemas IA de uso general- que generen contenido
sintético de audio, ,imagen, video o texto; (iii) Los responsables del desplie-
gue de un sistema de reconocimiento de emociones o de un sistema de ca-
tegorizacién biométrica; (iv) los responsables del despliegue de un sistema
de IA que genere o manipule imagenes o contenidos de audio o video que

85 RIA. Articulo 53
86 RIA. Articulo 50

87 Laobligacion de transparencia impuesta en los cuatro primeros puntos se entendera sin
perjuicio deotras obligaciones de transparenciareguladasen el capitulo Il y delasimpuestas
por el Derecho nacional o dela Unién paralos responsables del despliegue de sistemas de IA.
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constituyan una ultrasuplantacion®; y, (v) los responsables del despliegue
de un sistema de IA que genere o manipule texto que se publique con el fin
de informar al publico sobre asuntos de interés publico.

En los tres primeros supuestos el RIA establece la excepcion de informar
cuando”(...) Esta obligacién no se aplicard a los sistemas de IA autorizados por
ley para detectar, prevenir, investigar o enjuiciar delitos (...)".

4.5.4.2. Obligaciones adicionales
Elaborar y mantener actualizada:

(i) Documentacion técnica del modelo -con al menos la informacién
detallada en el anexo Xl del RIA- para poder facilitarla a la Oficina de
IAy/o a las autoridades competentes.

(i) Informacion para aquellos proveedores de sistemas de IA que quie-
ran integrar el modelo en sus sistemas, que contenga al menos el
contenido del anexo XII del RIA.

(iii) Establecer directrices para cumplir la legislacion aplicable en mate-
ria de derechos de autor. En particular, deberan respetar las reservas
de derechos.

(iv) Poner a disposicion del publico un resumen del contenido utilizado
para el entrenamiento del modelo IA.

(v) Cooperar con la Comisién y las autoridades competentes.

Ademas de las obligaciones mencionadas para todos los proveedores de
modelos de IA de uso general, aquellos proveedores de modelos que pre-
senten un riesgo sistémico deberan cumplir:

(i) Presentary elaborar la documentacion técnica del modelo incluyen-
do el proceso de formacion, ensayo y los resultados de su evalua-
cion, con el minimo de informacion detallada en el anexo XI, que se
proporcione a la Oficina de IA 'y a las autoridades nacionales compe-
tentes si lo solicitan la siguiente informacién adicional.

(i) Los proveedores de modelos de IA de propésito general deberan
proporcionar informacion y documentacion actualizada a aquellos

88 RIA. Articulo 3.60
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(iii)

que deseen integrar estos modelos en sus sistemas de IA. Esta infor-
macion debe adherirse a la normativa de proteccién de propiedad
intelectual y secretos comerciales, al tiempo que permita a los pro-
veedores entender de manera clara las capacidades y limitaciones
del modelo, ademas de cumplir con las obligaciones establecidas
por el RIA. Ademas, la documentacion debe incluir, al menos, los ele-
mentos especificados en el Anexo XII Establecer una politica para
garantizar el cumplimiento de la legislacion de la Unién Europea en
materia de derechos de autor y derechos afines. Esta politica debe
incluir mecanismos para identificar y respetar las reservas de dere-
chos expresadas segun el articulo 4, apartado 3, de la Directiva (UE)
2019/790.

Crear y poner a disposicién un resumen detallado del contenido uti-
lizado para entrenar el modelo de IA de propdsito general, siguien-
do una plantilla proporcionada por la Oficina de IA, con el fin de ga-
rantizar la transparencia en el uso de datos para el entrenamiento
del modelo.

Deber de cooperacién con la Comision y las autoridades nacionales
competentes.

Los proveedores de modelos de IA de propdsito general pueden
usar cédigos de practicas®, para demostrar que cumplen con sus
obligaciones, hasta que se establezcan normas armonizadas. Cum-
plir con estas normas ofrece una presuncién de conformidad. Si los
proveedores no siguen un coédigo de buenas practicas o no cumplen
con las normas armonizadas europeas, deberan presentar alterna-
tivas adecuadas que seran evaluadas por la Comision. Codigos de
buenas practicas para proveedores de modelos de IA de uso general.
Los proveedores de modelos de IA de propdsito general® pueden uti-
lizar codigos de practicas, con el objetivo® de demostrar el cumpli-
miento de sus obligaciones hasta que se publique una norma armo-
nizada que otorgara presuncion de conformidad. Sin embargo, si los
proveedores no se adhieren a un cédigo de buenas practicas aproba-
do o no cumplen con una norma armonizada, deberan presentar mé-
todos alternativos adecuados que seran evaluados por la Comision.

89 RIA. Articulo 56
90 RIA. Articulo 53.4
91 RIA. Articulo 56
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La adhesién a coédigos de buenas practicas puede facilitar a los proveedo-
res de estos modelos el cumplimiento con las obligaciones que establece
el RIA. Ademas de lo anterior, deberan establecer un nivel adecuado de
proteccién de ciberseguridad® para el modelo de uso general con riesgo
sistémico.

RIA establece que la Oficina de IA de la Comision debe apoyar la crea-
cion, revision y modificacion de codigos de conducta integrando diver-
sos puntos de vista.

5.LA GOBERNANZA EN EL DESARROLLOY
UTILIZACION DE LA INTELIGENCIA ARTIFICIAL

Desde el grupo de trabajo Legal Risk de AGERS, tras diversas reuniones con
expertos en la materia y los datos que ha aportado la encuesta realizada,
se ha concluido que en la actualidad todavia es muy limitado el nimero de
organizaciones (empresas, instituciones) que utilizan sistemas de Ay de IA
Generativa; aunque va aumentando de forma constante, aquellas que se
plantean usar estas nuevas tecnologias para mejorar sus procesos.

En ambos casos, la gobernanza es clave para la utilizacién provechosa de la
IA en la actividad de las organizaciones, lo que puede abordarse partiendo
de dos cuestiones. En primer lugar, si en este estado inicial en el que se en-
cuentra la IA, se esta utilizando en las organizaciones y, en segundo lugar,
cual es el proceso de implementacion de la 1A'y los érganos de los que de-
penderia el desarrollo y uso de la misma.

Respecto a la primera cuestion, el resultado de la encuesta realizada y de las
reuniones mantenidas con profesionales y expertos, muestra el limitado uso
actual de la IA en las organizaciones, si bien se contempla su introduccién
progresiva en algunos procesos de negocio. Se constata que las grandes
corporaciones desarrollan y utilizan IA en varios aspectos de su actividad

92 Se recomienda apoyarse en “El Marco de Seguridad Cibernética (CSF) 2.0 del NIST,
26 febrero, 2024” que tiene como objetivo colaborar con las organizaciones con inde-
pendencia del sector para mejorar las capacidades preventivas y defensivas ante los in-
cidentes de seguridad, ademas de facilitar herramientas para gestionarlo con éxito
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organizativa y predictiva®. En las PYMEs, en cambio, es muy escaso el uso de
esta nueva tecnologia, si bien se produce la siguiente paradoja: aunque la
empresa como tal no emplea ni forma a sus trabajadores en IA, algunos de
ellos la utilizan personalmente en el trabajo para experimentar y encontrar
herramientas que faciliten y mejoren los resultados de su trabajo. A veces
la direccion de la empresa no es consciente de ello hasta que se produce
algun incidente de proteccion de datos, confidencialidad, inexactitud de re-
sultados, etc., que pueden generar un incremento del riesgo en la gestién
de la empresay una responsabilidad para la organizacion por actuacion ne-
gligente.

Del andlisis de los resultados de la encuesta se desprende que las organiza-
ciones no estan aplicando la IA de forma coordinada y organizada. Es pro-
bable que exista un grado de desconexién entre la IA utilizada y la piramide
de gobierno, en el sentido de que cuanto mas altos son los estamentos en
la organizacién, mas dificil es una utilizacion real.

En segundo lugar, en cuanto al proceso y 6rganos que vigilen y supervisen
la 1A, en los encuentros mantenidos con directivos de empresas e institucio-
nes, se debate la conveniencia de crear un“Comité de IA”. Algunas empresas
sefalan que ya lo tienen constituido y otras han arrancado el desarrollo y
utilizacién de la 1A sin ese Comité. La conclusion es que parece conveniente
disponer de un equipo de especialistas que controle el desarrollo y uso de
la IA.

Como consecuencia de lo anterior, surgen las siguientes preguntas a las que
trataremos de dar respuesta:

iDe qué 6rganos debe depender la aprobacion y desarrollo de la IA en
una organizacion?

¢Es oportuno la creacion de un Comité de IA, y que composicién debe-
ria tener?

iCudles son las funciones y objetivos del Comité de IA?

iDe qué 6rgano o personas deberia depender el Comité de IA?

93 Los expertos seiialaban los siguientes ejemplos: reclamaciones, segmentacion, disefio
de ofertas personalizadas, tramitacion de correos, chatbox, etc.
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5.1 Procedimiento de implementacion de la
Gobernanza en el uso de la IA.

La gestidon de una empresa lleva aparejada la evaluacion de todos aquellos
riesgos que puedan llegar a afectar a la misma, y los procesos de uso de
IA no son una excepcion. La transformacion digital y el uso de tecnologia
en nuestro entorno pone cada vez con mayor frecuencia probabilidades de
uso de herramientas con componentes de IA, bien por iniciativa de la orga-
nizacion, o en ocasiones de forma espontanea por el uso no consciente de
algun proceso o empleado que la incluya. En todos los supuestos la empre-
sa debe poseer una gobernanza adecuada que comprenda la gestioén de
riesgos, el establecimiento eficaz de controles internos y de medidas para
su supervision.

Enlos resultados de la encuesta realizada, se pone de manifiesto que se esta
incluyendo el andlisis de otro tipo de riesgos relativos a la informacién y a
la seguridad, asi como asuntos digitales, pero no se incluye expresamente
la1A. Es posible que exista una intencién de control a nivel formal, pero hay
una necesidad de bajar la metodologia a la realidad de las empresas, dado
que se trata de un sistema en plena evolucién que debe monitorizarse de
forma continua.

Desde el punto de vista del gobierno corporativo pueden enumerarse algu-
nos aspectos fundamentales a tener en cuenta en el proceso de implanta-
cion en el uso de IA de la siguiente forma:

5.2 Definicion del riesgo de la empresa por el drgano de
administracion

En primer paso en la gestion de este proceso es que la empresa cuente
con un adecuado anélisis del riesgo. Para ello la organizacion debe realizar
un andlisis previo que defina su nivel de exposicion al riesgo y su inten-
cion de uso de las tecnologias y particularmente la IA. El perfil del riesgo
y los limites de tolerancia en el uso de IA debe formar parte del analisis
general del sistema de gestion de riesgos de la empresa y de su planifica-
cidn estratégica.
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La evaluacion y decision sobre ello, constituye un objetivo estratégico, que
requiere un proceso de toma de decisiones final por parte del érgano de
Administracion.

El maximo érgano responsable de la gestion de la empresa debe determi-
nar, en primer lugar, su interés o no en hacer uso de estas herramientas en
el desarrollo del interés social de la entidad. En segundo lugar, si es acep-
table, o no, el uso de estos sistemas en procesos de negocio (la empresa se
encuentra en condiciones y madurez suficiente para incluirla en su gestion)
o por el contrario se limita a algunos procesos corporativos.

En algunas ocasiones, y atendiendo al apetito al riesgo de la entidad en esta
materia y el tipo de negocio, los responsables pueden determinar el uso
de un sistema de IA de riesgo alto®. Finalmente puede considerarse que su
utilizacién es inaceptable.

Relacionado con lo anterior, y la implicacién de los directivos en los proce-
sos de implementacién de la IA la encuesta puso de manifiesto, en el 75%
de las respuestas, que el grado de implicacion del encuestado era ningiin o
muy bajo. En este aspecto hay que tener en cuenta que la encuesta fue res-
pondida en un 41 % por miembros de consejo de administracion y personas
pertenecientes a la Direccion ejecutiva®.

El proceso de decision anterior debe estar documentado, deben participar,
con su apoyo y asesoramiento, aquellas areas de la empresa experta en es-
tos riesgos y aquellas funciones fundamentales del sistema de gobierno
de una organizaciéon como la direccion de riesgos y la direccién de cumpli-
miento. El propdsito es identificar y evaluar entre todas las vulnerabilidades
de laempresay los beneficios del uso de esas herramientas, conteniendo la
informacién necesaria para la toma de decisién.

Finalmente, el uso de los sistemas de IA debera incluirse en la politica de
tecnologias de la informacién de la empresa aprobado por el 6rgano de Ad-

94 La consideracion de un sistema de IA de alto riesgo viene definido en el articulo 6 del
Reglamento (UE) 2024/1689 del Parlamento Europeo y del Consejo de 13 de junio de
2024 por el que se establecen normas armonizadas en materia de inteligencia artificial.

95 La encuesta fue respondida por personas pertenecientes en un 12,2% al Consejo de
administraciéon y en un 28,6 % a la Direccion ejecutiva.
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ministracion. Y, como cualquier politica y proceso organizativo debe estar
sujetos a actualizaciones, cambios, y supervision.

5.3 Disefio y control interno en el uso del sistema de IA
en los procesos de la empresa.

La evaluacion del riesgo previo y su aceptacion determinara posteriormen-
te la seleccion de aquel o aquellos procesos (o procedimientos) de negocio
o corporativos en los que la empresa decida la aplicacién de IA.

El proceso de implementacién sea a partir de desarrollo interno o mediante
la adquisicion de un sistema a un proveedor, debe ser nuevamente objeto
de andlisis sobre la conveniencia y oportunidad, sus riesgos y vulnerabilida-
des, impacto, testeos iniciales, y revisiones periddicas.

En los supuestos de externalizacion, se debera seguir la politica implantada
por la entidad en este tipo de procesos realizados por terceros, siendo espe-
cialmente rigurosos en la seleccion del proveedor.

Finalmente, una buena gobernanza corporativa en la implementacién por
la empresa de herramientas de IA, debe tener en cuenta en su evaluacion
de riesgos y controles la posibilidad de ocurrencia de diversos escenarios
relacionados con la aplicacién de IA que se exponen a continuacion.

- El primer escenario seria el uso del sistema de IA de acuerdo con la fi-
nalidad prevista. Esto es el uso definido por el proveedor que incluye
el contexto y las condiciones de uso concretos, segun la informacion
facilitada por el proveedor en las instrucciones de uso, los materiales y
las declaraciones de promocidn y venta, y la documentacion técnica®.

- El segundo escenario se refiere a un posible uso indebido razonable-
mente previsible, qué, si bien no se ajusta estrictamente a la finalidad
prevista y definiciones de uso del proveedor, su uso puede derivarse
de un comportamiento humano o una interacciéon con otros sistemas,
incluidos otros sistemas de IA, razonablemente previsible.

96 El concepto de “finalidad prevista” viene definido en el articulo 3 apartado 12 del
Reglamento (UE) 2024/1689 del Parlamento Europeo y del Consejo de 13 de junio de
2024 por el que se establecen normas armonizadas en materia de inteligencia artificial.
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- Y, el tercer escenario a considerar es la posibilidad de que en su uso se
devenguen practicas prohibidas.

En relacién con la implementacién, los resultados de la encuesta muestran
que hoy en dia, la gestion de la IA sigue teniendo un componente eminen-
temente tedrico para las empresas, y que de forma generalizada no se es-
taria incluyendo en las politicas de riesgos tecnolégicos aquellos relativos
a lA. A pesar de la rapida evolucion y de la influencia directa e indirecta que
puede tener en los negocios, la realidad es que de forma generalizada la 1A
no esta considerada en el marco practico de los riesgos de las mepresas.
Esto que aparentemente podria indicar que el impacto del riesgo es mini-
mo, no refleja la realidad, dado que puede dar un vuelco debido a la veloci-
dad de evolucion de la IA y su capacidad disruptiva.

5.4 Actualizacion, revision y ética en el uso de los
sistemas de IA.

La gobernanza en el uso de los sistemas de IA en una organizacién debe estar
sujeta a actualizaciones, revisiones periddicas y a un proceso de supervision.

El sistema de control interno de la empresa, al margen de sus controles in
situ (propios del proceso), debe prever con la periodicidad adecuada veri-
ficaciones sobre la adecuacion del sistema de IA utilizado por la empresa.

El contenido de la verificacion debe asegurar que la organizacién esta utili-
zando un sistema de A alineado con su ética empresarial, cultura y valores.
Se debe comprobar que los controles implantados son eficaces de forma
que el sistema de |A corresponde al definido.

En el dmbito del control de la ética y un uso adecuado de la IA, al margen
de las areas de control interno y cumplimiento, supone una buena practica
constituir un Comité de IA.

El uso de IA en la empresa puede hacer emerger importantes riesgos ope-
racionales, de ética y reputacionales no deseados que puedan producir
un grave perjuicio en el cumplimiento del interés social de la empresa. Un
ejemplo de ello seria el uso de una IA no ajustadas al perfil del riesgo de la
empresa o el uso de practicas prohibidas de IA.
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La creacién de un Comité de IA en la organizacion implica la busqueda de un
equipo de apoyo y asesoramiento especializado. Su composicion deberia ser
heterogénea estando representadas distintas areas y perfiles de la empresa
como direccion general, responsables de cumplimiento, gestion de riesgos,
personas del area financiero, comercial. Los encuentros con varios profesiona-
les han manifestado la importancia de que estén presentes asesores externos
que aporten asesoramiento objetivo y al margen del negocio de la empresa.

Las funciones y objetivos del Comité de IA se extenderian a velar por el
cumplimiento de la legalidad, ademas del cumplimiento ético y la transpa-
rencia que cada organizacion quiera incluir entre las funciones y objetivos
de este 6rgano.

Una cuestion relevante con relacién a este comité es determinar de quienes
deberia depender el comité de IA. Las respuestas obtenidas en los encuen-
tros mantenidos con profesionales han sido variadas:

- Destaca en primer lugar la dependencia de la alta direccién, seguida
por el consejo de administracion y, por ultimo, otros érganos.

- Y, desde un punto de vista de optimizacion de gobernanza se consi-
dera que en el actual momento en el que nos encontramos deberia
ser el 6rgano de administracién el que supervisara y controlara, direc-
ta o indirectamente, el Comité de IA.

En definitiva, este Comité es un 6rgano de soporte que puede colaborar
con laempresa para el disefio de politicas, procedimientos, introducir reglas
de actuacién en caso de riesgos emergentes etc. Aunque la empresa deci-
da alejarse del uso de sistemas de IA de alto riesgo no se esta totalmente
exento de que los sistemas generen escenarios prohibidos o de alto riesgo
que no se ajusten a la cultura y valores de la organizacion. La empresa debe
estar preparada para ello, teniendo capacidad de atender inmediatamente
la contingencia detectada y minimizar al maximo ese riesgo emergente.

5.5 Formacion

Finalmente, la concienciacion, sensibilidad y formacién de la empresa en su
conjunto con relacién al uso de los sistemas de IA es una medida solida de
control interno.
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La formacién podria consistir sobre lo que es un sistema de IA, su utilidad,
sus escenarios de uso, la comprension sobre el contenido de un sistema de
IA de riesgo alto y sobre las practicas prohibidas de IA en el ambito de la UE.
Todo ello potenciara el conocimiento de los directivos y empleados sobre
esta materia y mitigara riesgos futuros de transgresion de politicas internas
o de un uso espontaneo que provoque a la empresa graves perjuicios.

6. EL IMPACTO Y RIESGOS DE LA UTILIZACION
DE HERRAMIENTAS DE IA EN LA GESTION DE
PERSONAS.

La gestién de riesgos tiene como objetivo Ultimo procurar el beneficio so-
cial y el desarrollo socioeconémico desde el andlisis y actuacion frente a cir-
cunstancias concreta; y, en particular, el RIA plantea como fin ultimo fomen-
tar los beneficios que la IA puedan generar en las personas, por lo que este
ambito adquiere una especial importancia dentro del marco empresarial.

Los procesos de Recursos Humanos estructuran la contribucién de las per-
sonas a la generacion de bienes y servicios de todo tipo a la par que pueden
proporcionar otros intangibles a los propios trabajadores, medibles unica-
mente en términos de subjetivos de satisfaccion y realizacion personal.

La optimizacion de los procesos de RRHH mediante IA es un aspecto de ac-
tualidad en cuanto puede suponer en una mejora sustancial en su eficiencia
al automatizar parte de ellos y generar conocimiento adicional que a su vez
mejora la productividad en lo procesos de negocio. Cuanto mas intensivo
en el factor trabajo sea un sector determinado, mayor serd la utilidad margi-
nal potencial del uso de la IA.

Algunos de los procesos en los que la IA puede impactar de forma mas sig-
nificativa son los siguientes:

(i) Seleccion de Personal. Filtrando de manera automatica los CVs que
mejor se adaptan a la Descripcion del Puesto de Trabajo (DPT), reali-
zando entrevistas virtuales o a través de chatbot o incluso entrevistas
por video en las que se pueden utilizar patrones gestuales y de voz
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(i) Seguimiento de objetivos y evaluacion del desempefio, analizando
datos de performance, dando feedback instantaneo y adaptando los
objetivos automaticamente a los cambios en las circunstancias.

(iii) Prediccion de bajas voluntarias identificando y analizando combina-
ciones de comportamientos y actitudes y otorgando probabilidad
personalizada de bajas voluntarias. Esta prediccién puede ser par-
ticularmente util para aplicar politica de retencién personalizadas
combinadas con la gestion del talento de la empresa.

(iv) Mayor automatizacion de tareas recurrentes de tipo administrativo
(néminas y seguridad social) o legal (cumplimiento de obligaciones
por parte de la empresa).

Y, esto son solo algunos de los ejemplos mas frecuentemente citados por
profesionales de RRHH y consultoras especializadas en la provision de servi-
cios a la funcién. No cabe ninguna duda que la lista es mucho més amplia y
permanecera constantemente abierta.

Desde el enfoque del analisis del riesgo, y atendiendo a dichos ejemplos
podriamos destacar los siguientes:

() Sesgos. Posibilidad de que los sesgos en los algoritmos nos lleven a
resultados contra la normativa o simplemente indeseados en térmi-
nos de equidad. Sentencia del Tribunal de Bolonia 2949/2020, de 31
de diciembre que analiza un caso en que el algoritmo contaba con
dos parametros a la hora de valorar a los trabajadores, siendo estos la
fiabilidad y disponibilidad. Sin embargo, a la hora de cumplir con di-
chos parametros no se tienen en cuenta circunstancias del trabajador
como el derecho a huelga o la posibilidad de enfermedad o accidente
de trabajo, de tal modo que se produciria una discriminacién hacia
determinados trabajadores al no valorar los derechos que tienen por
el mero hecho de serlo.

(ii) Riesgos de distorsion por parte de externos, entre los que destaca la
automatizacion de los filtros de los CV o las entrevistas a través de
chatbots. Por otra parte, el candidato, puede acudir a herramientas
de IA que fabriquen un nimero indeterminado de versiones de su
CV para adaptarlo a las distintas propuestas de trabajo, y asi también
podria utilizar la IA para dar las mejores respuestas posibles a las en-
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trevistas automatizadas distorsionando la competencia entre candi-
datos y la eleccién del mas idéneo.

(iii) Riesgo de inadaptacién de las plantillas. Existen sectores econémi-
cos enteros con plantillas relativamente envejecidas que no se van
a adaptar facilmente a la utilizacion de herramientas de IA. La for-
macién adaptativa puede muy bien no ser suficiente para que estas
personas cambien su mindset en funcién de las nuevas necesidades.
Puede ser por tanto necesario proceder a renovar buena parte de las
plantillas con los costes econémicos y sociales inherentes, asi como
las dificultades para captar nuevo talento digital.

(iv) Privacidad. La materia prima de los procesos de recursos humanos son
personas, sus capacidades, su rendimiento, sus actitudes e incluso sus
emociones. La ingente cantidad de datos que la IA puede manejar
para obtener resultados utiles y sobre todo el salto cualitativo que se
produce en el caracter de esos datos (ya nos son solamente datos ob-
jetivos sino comportamientos, reacciones y otros factores personales)
hace temer por la importancia de su salvaguardia no solo en la cues-
tion de su seguridad sino de los limites del acceso a ellos por parte de
los distintos estamentos de la empresa. La sentencia C-634/21 del Tri-
bunal de Justicia de la Unién Europea, tiene como trasfondo el algo-
ritmo de la empresa SCHUFA, agencia de informacion sobre solvencia
de terceros. El algoritmo tenia como fin la generacién automatizada
de valores de puntuacion crediticia (o credit scoring). A través de una
serie de procedimientos matematicos y estadisticos, y un analisis del
historial de solvencia de diferentes consumidores, el algoritmo permi-
tia predecir la posibilidad de que un determinado cliente falte al pago
de sus deudas. El demandante, habia visto su crédito denegado en
base a la ejecucién de dicho algoritmo.

(v) La elaboracién de datos complejos a partir de observaciones del com-
portamiento de las personas puede resultar en riesgos de inequidad
de dificil prevencién.

(vi) Riesgos de dilucion de la responsabilidad de tomar decisiones. Tra-
dicionalmente las decisiones sobre valoracién del rendimiento de
las personas, gestion de su talento, formacion, promocién, reconoci-

54 |

COMISION DE TRABAJO LEGAL RISK LAB

miento, contratacion o incluso desvinculacion de la empresa, se to-
man por personas (directivos o comités) valorando una serie de infor-
maciones objetivos y subjetivas. La elaboracion de esa informacién
previa utilizando herramientas de IA puede llevar a que la responsa-
bilidad de las decisiones no sea enteramente suya, sino que resulte
de alguna manera compartida con los algoritmos que han generado
y en ultimo termino condicionado la decision. Pueden producirse por
tanto ineficiencias o decisiones no éticas que se repitan en el tiempo
al basarse en procesos de elaboracion de informacién distorsionados.

7. CONCLUSIONES.

El desarrollo de la IA es uno de los elementos mas disruptivos del momento
actual, cuyo impacto puede notarse en todos los dmbitos del entorno social
y econémico. Y, al mismo tiempo implica la proliferacion y amplificacién de
ciertos riesgos globales entre los que destaca: i) la pérdida de empleos y
reemplazo de la mano de obra; ii) el uso con fines criminales, desarrollo de
ciberataques y de la informacion falsa; iii) los sesgos y la discriminacion; y, iv)
su integracion en armamento y utilizacién fines bélicos.

El marco juridico de la inteligencia artificial (IA) expuesto en el texto reve-
la varios aspectos criticos que deben ser considerados para una adecuada
gestion de tecnologias basadas en IA. Se destaca la importancia de un en-
foque basado en el riesgo sobre cada caso de uso, que permite identificary
mitigar las potenciales amenazas que la |A puede representar para los dere-
chos fundamentales, la salud y la seguridad publica. La clasificacion de los
sistemas de IA en categorias de riesgo -prohibidos, altos, limitados y bajos o
nulos- a los que hay que anadir los sistemas de IA de uso general con o sin
riesgo sistémico, es esencial para establecer requisitos especificos y obliga-
ciones que garanticen su uso responsable.

Ademas, la regulacién enfatiza la necesidad de transparencia en el desarro-
llo e implementacién de sistemas de IA, y regula la obligacién especifica de
transparencia con el objetivo de facilitar informacién clara y especifica so-
bre sus capacidades y limitaciones. La inclusion de los diferentes roles que
intervendran dependiendo si es un sistema o un modelo de IA, junto con las
responsabilidades que se asocian a cada rol, asegura un marco de colabora-
cion y de cumplimiento normativo.
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El RIA fomenta un compromiso con el desarrollo ético y responsable que
proteja a la sociedad en su conjunto sin limitarse a regular sobre el uso de
tecnologias basadas en IA. El marco normativo ademas de responder a las
necesidades actuales también dispone de mecanismos de flexibilidad con
el objetivo de adaptarse a la evolucién tecnoldgica y garantizar que la 1A
contribuya al bienestar humano y al progreso social.

Tras las encuestas realizadas podemos concluir que en la actualidad existen
muy pocas organizaciones que dispongan de una politica de gobernanza
en el desarrollo y utilizacion de IA. Es frecuente la prevision de riesgos tec-
noldgicos, pero es escasa la regulacion de los temas especificos de IA.

El control de la implantacion de IA es clave para la buena gobernanza. Por
ello se considera muy conveniente constituir un Comité de IA (con repre-
sentacion transversal de varios departamentos, incluso con la participacién
de expertos externos), que permitira facilitar:

- Que se evite un uso incorrecto, no ético y perjudicial de la IA.

- Que el érgano de administracion pueda acreditar una diligencia en la
prevencién de los riesgos derivados de la IA.

- La mejora en la gestion de oportunidades a nivel corporativo

En todo caso, tras el analisis realizado podemos constatar un escaso uso
de sistemas de IA en las organizaciones, si bien simultaneamente se com-
prueba el posible uso individual por empleados en areas para agilizar al-
guna tarea, sin conocimiento de la organizacién y con el riesgo que eso
genera.

En definitiva, nuestro estudio trata de fomentar el andlisis de riesgos y de-
sarrollo de las politicas de gobernanza de la IA en las organizaciones, lo que
permitird seguir trabajando en la implementacion de nuevos sistemas y
procesos de forma segura. La visién de la gestion de riesgos resulta esencial
para afrontar el reto de la IA de forma competitiva y segura, y permite a las
organizaciones adelantarse a los problemas y avatares que pueden surgir
en suimplementacion. Y, finalmente, la gestion de riesgos permite poner en
el centro de estos desarrollos al ser humano y los principios éticos que de-
ben considerarse los fines ultimos y valores esenciales sobre el que pivotara
la integracion responsable de la IA en nuestras organizaciones.
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8. ANEXO |

Andlisis del Cuestionario sobre el Uso de la Inteligencia Artificial en
las Organizaciones.

Pregunta 1: Sector de Actividad Principal de la Organizacion
Esta pregunta busca identificar el sector en el cual operan las organizacio-
nes encuestadas.

Resultados:

« Sector Asegurador: La mayoria de las respuestas, aproximadamente
el 60%, corresponden a este sector, indicando una alta representacion
de empresas de seguros.

« Otros sectores: El 40% restante se divide entre sectores como Trans-
porte, Infraestructuras, Ingenieria, Logistica, Salud, Energia Renova-
ble y Juridico.

Pregunta 2: Cargo dentro de la Organizacion
Esta pregunta recoge el nivel jerarquico o el rol especifico de los encuestados.

Resultados:

« Direccion Ejecutiva: Aproximadamente un 50% de los encuestados se
encuentran en la direccién ejecutiva, lo que sugiere que la mayoria de
las opiniones provienen de niveles altos en la jerarquia organizacional.

« Consejo de Administracion y Gestion de Riesgos: Entre el 30% res-
tante, se encuentran cargos en el Consejo de Administracion y roles
en areas de Riesgos y Cumplimiento.

« Otros cargos: Alrededor de un 20% representan roles como Ingenie-
ria, Area Legal, Auditoria Interna y Analistas de Riesgos.

Pregunta 3: Grado de Implementacion de IA en los Sistemas y Procesos
(Escala del 1 al 5)

Esta pregunta mide el nivel de desarrollo de IA en los sistemas y procesos de
la organizacion, siendo 1 “ninguno”y 5 “gran desarrollo”.
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Resultados:

« Nivel bajo de implementacion (1y 2): Un 70% de las respuestas in-
dican niveles bajos (1 0 2), lo cual sugiere que la mayoria de las orga-
nizaciones estan en etapas iniciales o no han implementado IA en sus
operaciones.

+ Nivel medio de implementacion (3): Un 20% indica un nivel medio
de implementacion.

« Nivel alto de implementacion (4 y 5): Apenas el 10% de las organi-
zaciones reporta tener un desarrollo significativo de IA.

Pregunta 4: Procesos en los que se Utiliza la IA
Esta pregunta examina en qué areas o procesos especificos se esta utilizan-
dolalA.

Resultados:
+ No se utiliza IA: Un 65% menciona que no se utiliza la IA en ningun
proceso.
« Procesos de negocio y atencion al cliente: Del 35% restante, se ob-
serva el uso de |A principalmente en procesos de negocio y en aten-
cién al cliente, con menor mencion a prevencién de incumplimientos.
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Pregunta 6: Grado de Conocimiento y Vinculacion con Proyectos de IA
(Escala del 1 al 5)

Esta pregunta evalua el nivel de familiaridad e involucramiento de los en-
cuestados con los proyectos de IA en sus organizaciones.

Resultados:
« Vinculacion baja (1 y 2): Un 70% indica tener un vinculo bajo (1 0 2)
con los proyectos de IA.
« Vinculacion media a alta (3, 4 y 5): Un 30% muestra un mayor grado
de participacién o conocimiento.

Pregunta 7: Formacion Relativa a laIA y sus Riesgos
Se explora si las organizaciones incluyen formacion sobre IA en sus progra-
mas de capacitacion anual.

Resultados:
« No incluye formacion: Un 60% indica que no se realiza formacion
especifica sobre IA.
« Si incluye formacion: El 40% reporta que sus programas de forma-
cion anual abordan la IA, aunque algunos mencionan que es limitada
o relacionada solo con transformacion digital.

Pregunta 5: Ejemplos de Uso de IA en la Organizacion
Esta pregunta permite conocer ejemplos especificos de implementacion de
|A en distintas organizaciones.

Resultados:

+ No utilizan IA: El 60% reporta no utilizar IA.

- Casos de uso especificos: El 40% restante indica ejemplos como Ma-
chine Learning para eficiencia energética y riesgos, CRM para gestion
de clientes, traduccién y soporte en mails, venta cruzaday prevencion
de fraudes.

Pregunta 8: Organos de Toma de Decisiones para Proyectos de IA
Esta pregunta identifica los departamentos responsables de la toma de de-
cisiones sobre proyectos de IA.

Resultados:
« Direccion Ejecutiva: Cerca del 50% sefala que la direccion ejecutiva
es la encargada de las decisiones.
» Consejo de Administracion: Un 30% menciona el Consejo de Admi-
nistracién junto con la Direccién Ejecutiva.
» Otros 6rganos: El 20% restante indica otras areas o combina diferen-
tes érganos.
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Pregunta 9: Organo de Control para la Supervision de IA
Esta pregunta indaga si existe un 6rgano especifico para la supervisién de
herramientas de IA.

Resultados:
+ No existe drgano de control: Un 40% afirma que no tienen un 6érga-
no de control especifico.
« Area de TI: Otro 35% menciona que el control se realiza principal-
mente en el Area de Tl.
« Consejo de Administracion o Direccion Ejecutiva: Un 25% senala
que estos 6rganos participan en la supervision.
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Resultados:
« Si, pero no incluyen IA: Un 60% menciona politicas de prevencién
sin referencias a IA.
« Si, incluyendo IA: Un 30% indica que sus politicas de prevencion tec-
noldgica si contemplan la IA.
 No existen politicas: El 10% restante afirma no contar con politicas
especificas en este ambito.

Pregunta 10: Probabilidad de Error en Sistemas de IA (Escala del 1 al 5)
Esta pregunta evalua la percepcion del riesgo de error en los sistemas de |A.

Resultados:
« Poca probabilidad (1): Un 50% considera baja la probabilidad de error.
« Media probabilidad (3): Un 30% percibe un nivel de riesgo moderado.
« Alta probabilidad (4 y 5): Un 20% ve alta la probabilidad de error en
los sistemas de IA.

Pregunta 11: Impacto Potencial de un Error en IA (Escala del 1 al 5)
Esta pregunta estima el posible impacto de un error en |A en la organizacion.

Resultados:
« Impacto bajo (1y 2): El 60% considera que el impacto seria bajo.
 Impacto medio (3): Un 25% cree que el impacto seria moderado.
 Impacto alto (4 y 5): Un 15% percibe que el impacto seria considera-
blemente alto.

Pregunta 12: Politicas de Prevencion en Riesgos Tecnoldgicos
Esta pregunta explora la existencia de politicas para prevenir riesgos tecno-
l6gicos.
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Pregunta 13: Politicas de Mitigacion y Gestion de Brechas de Seguridad
con Referencias a IA

Esta pregunta examina las politicas de mitigacién de seguridad y su relacion
conlalA.

Resultados:
« Si, pero no incluyen IA: Un 70% tiene politicas de mitigacion que no
abordan la IA.
« Si, incluyendo IA: El 20% senala que sus politicas si consideran as-
pectos de IA en la seguridad.
« No existen politicas: Un 10% no tiene politicas de mitigacién de bre-
chas de seguridad.

Pregunta 14: Otras Politicas Internas que Incluyan Referencias a IA
Esta pregunta indaga si existen otras politicas que mencionen el uso de IA.

Resultados:
« Ninguna politica relacionada: Un 80% indica que no hay otras poli-
ticas con referencias a IA.
« Normativas de Ciberseguridad y Privacidad: Un 20% menciona
que sus politicas de Tly privacidad de datos incluyen aspectos de IA.

Pregunta 15: Influencia de la IA en los Procesos de Decision (Escala del
1al5)
Se mide el grado en que la |A afecta la toma de decisiones en la organizacién.
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Resultados:
« Grado bajo de influencia (1y 2): Un 70% indica una influencia baja.
« Grado medio (3): Un 20% percibe un impacto moderado.
« Grado alto (4 y 5): Solo el 10% siente que la IA influye considerable-
mente en la toma de decisiones.

Pregunta 16: Valor Aihadido de la IA para el Negocio (Escala del 1 al 5)
Esta pregunta explora si la IA aporta valor anadido al negocio.

Resultados:
« Valor bajo (1y 2): Un 65% percibe un valor ahadido bajo.
« Valor moderado (3): Un 20% considera que aporta un valor medio.
« Valor alto (4 y 5): Solo el 15% observa que la IA ofrece un valor signi-
ficativo.

Conclusiones Generales

Este analisis sugiere que la mayoria de las organizaciones encuestadas es-
tan en una fase inicial de implementacion de la IA, con una baja integracion
en procesos criticos y politicas especificas. La percepcion de riesgo y el bajo
impacto en la toma de decisiones reflejan una oportunidad para explorar
mas usos y establecer marcos de gobernanza en IA.
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La guia “Gestion del Riesgo de la Inteligencia Artificial” ofre-
ce un marco completo para comprender y abordar los riesgos
asociados al desarrollo y uso de la IA en el ambito empresarial.
A través de un enfoque basado en estandares internacionales y
normativas como el Reglamento (UE) 2024/1689, el documen-
to detalla las mejores practicas para identificar, mitigar y ges-
tionar los riesgos inherentes a estas tecnologias disruptivas.

Ademads, analiza en profundidad el impacto de la IA en los
derechos fundamentales, la seguridad y la economia glo-
bal, destacando la importancia de la gobernanza ética y res-
ponsable. La guia incluye estudios de caso, herramientas
practicas y recomendaciones para implementar sistemas de
gestion de riesgos efectivos que no solo cumplan con las regu-
laciones actuales, sino que también anticipen desafios futuros.

Dirigida a gerentes de riesgos, lideres empresariales y pro-
fesionales del sector, esta guia busca fomentar una in-
tegracion segura y sostenible de la inteligencia artificial,
promoviendo su adopcién con un enfoque ético y estraté-
gico para maximizar sus beneficios y minimizar sus riesgos.

agers



	ÍNDICE
	PRÓLOGO
	1. GESTIÓN DEL RIESGO DE LA INTELIGENCIAARTIFICIAL
	2. AGRADECIMIENTOS
	2.1.COMISIÓN LEGAL RISK LAB AGERS
	2.2.EXPERTOS QUE HAN COLABORADO

	3. DEFINICIÓN Y MARCO JURÍDICO
	4. ENFOQUE BASADO EN EL RIESGO DELREGLAMENTO DE INTELIGENCIA ARTIFICIAL(RIA)
	4.1 Sistemas de IA prohibidos
	4.2 Sistemas de IA de riesgo alto
	4.2.1 Obligaciones de los proveedores
	4.2.2 Requisitos específi cos para los sistemas de IA de alto riesgo
	4.2.3 La gestión del riesgo de sistemas IA de alto riesgo

	4.3 Sistemas de IA de riesgo limitado
	4.4 Sistemas de IA de riesgo bajo o nulo
	4.5. Los modelos de IA de uso general que se integranen los sistemas de IA
	4.5.1. Obligaciones:
	4.5.2. Riesgos
	4.5.3. Riesgos sistémicos de la IA de uso general
	4.5.4. Obligaciones de los proveedores de modelos de IA de usogeneral
	4.5.4.1. Obligaciones de transparencia de proveedores y responsables
	4.5.4.2. Obligaciones adicionales



	5. LA GOBERNANZA EN EL DESARROLLO YUTILIZACIÓN DE LA INTELIGENCIA ARTIFICIAL
	5.1 Procedimiento de implementación de laGobernanza en el uso de la IA.
	5.2 Defi nición del riesgo de la empresa por el órgano deadministración
	5.3 Diseño y control interno en el uso del sistema de IAen los procesos de la empresa.
	5.4 Actualización, revisión y ética en el uso de lossistemas de IA.
	5.5 Formación

	6. EL IMPACTO Y RIESGOS DE LA UTILIZACIÓNDE HERRAMIENTAS DE IA EN LA GESTIÓN DEPERSONAS.
	7. CONCLUSIONES.
	8. ANEXO I



